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Measurement is a key mechanism to characterize, evaluate, and improve soft-
ware development, management, and maintenance processes. Nowadays, soft-
ware organizations use metrics for very different purposes. Data is collected
to describe, monitor, understand, assess, compare, validate, and appraise very
diverse attributes related to software processes or products. Improving data col-
lection and better using the existing data are important problems for software
organizations.

This dissertation proposes an approach for improving measurement and data
use when a large number of diverse metrics are already being collected by a
software organization. The approach combines two methods. One looks at an
organization’s measurement framework in a top-down fashion and the other looks
at 1t in a bottom-up fashion.

The top-down method, based on the Goal-Question-Metric (GQM) Paradigm,
is used to identify the measurement goals of data users and map them to the met-
rics being used by the organization. This allows the measurement practitioners
to: (1) identify which metrics are and are not useful to the organization; and
(2) check if the goals of data user groups can be satisfied by the data that is
being collected by the organization.
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The bottom-up method is based on a data mining technique called Attribute
Focusing (AF). It is used to identify useful information in the existing data that
the data users were not aware of.

To validate the approach and to assess its usefulness, a case study was per-
formed in a real industrial environment. The top-down and bottom-up methods
were applied in the customer satisfaction measurement framework at the IBM
Toronto Laboratory. The top-down method was applied to improve the customer
satisfaction (CUSTSAT) measurement from the point of view of three data user
groups. The bottom-up method was used to gain new insights into the existing
CUSTSAT data.

The top-down method identified several new metrics for the interviewed user
groups. It also contributed to better understanding the data user needs and led
to modification of some of the data analyses and presentations done for those
groups. The bottom-up method produced important insights on both the cus-
tomer satisfaction domain and the measurement framework itself. Unexpected
associations between key variables prompted new insights on their importance for
the organization. Some of these associations have also revealed problems with
the metrics being used to collect the data.
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Chapter 1

Introduction

Measurement is a key mechanism to characterize, evaluate, and improve software
development, management, and maintenance processes. Nowadays, software or-
ganizations use metrics for very different purposes. Data is collected to describe,
monitor, understand, assess, compare, validate, and appraise very diverse at-
tributes related to software processes or products.

Much of the research on software engineering measurement has dealt with
the definition and validation of software engineering metrics and models [10,
38, 58, 51, 89]. Several works have also dealt with the problems of planning
and implementing measurement programs in software organizations [61], most
notably on goal-oriented measurement [17, 40, 88]. However, very little attention
has been given to the problem of improving existing measurement programs.

This dissertation proposes an approach for improving measurement and data
use when a large number of diverse metrics are already being collected by a
software organization. The approach combines two methods. One looks at an
organization’s measurement framework in a top-down fashion and the other looks
at it in a bottom-up fashion. These methods are used to: (1) better understand
the data user needs, (2) evaluate how well the data that are being collected can
fulfill those needs, and (3) extract new and useful information from the already
existing data.

The approach was experimentally validated in a case study run in a real
industrial environment. The proposed approach, the case study results, and
lessons learned in improving an existing measurement program are the main
contributions of this dissertation.

1.1 Problem Statement and Work Motivation

Metrics are not used in isolation. We define a measurement framework (MF)
as a set of related metrics, data collection mechanisms, and data usage inside a
software organization.

www.manaraa.com



Software organizations measure for a reason. They usually have specific infor-
mation needs. They assemble measurement frameworks to fulfill those needs. In
general, software organizations have evolved their measurement frameworks over
time, based upon input from a variety of sources and needs, but without a well
structured set of goals. This scenario can lead to poorly structured measurement
and data use. Software organizations lose their global understanding of the data
(and its usefulness) in large and poorly structured measurement frameworks.

It is not uncommon to find software organizations that are: (1) collecting
insufficient data; (2) collecting redundant data; (3) collecting data that nobody
uses; or (4) collecting data that might be useful to people that do not even know
it exists inside their organization. This makes measurement more expensive and,
what is worse, less effective in fulfilling the data users needs. For these reasons,
improving on-going measurement is an important problem for many software
organizations.

1.2 Overview of Solution

We believe that the solution for this problem needs to address three key issues:
(1) better understand the on-going measurement; (2) better structure it; and (3)
better explore the data that the organization has already collected. Our work
proposes an approach that addresses these three critical issues jointly.

1.2.1 Work Objectives

Our work does not intend to be a comprehensive or definitive approach to improve
measurement frameworks. The objective of our work is to provide and validate
an integrated set of techniques for:

O1- discovering interesting data distributions and associations in the MF
database

0O2- visualizing data distributions and associations in the MF database

03- assessing the importance of metrics for specific user groups and for the
organization as a whole

O4- assessing the structure (i.e., measurement instrument, scale, and do-
main value) of metrics used in the MF

O5- assessing the appropriateness of the data collection process

06- assessing the importance of data analyses for specific user groups and
for the organization as a whole
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Figure 1.1: The Approach

O7- understanding and documenting the needs of users with respect to
existing metrics, data analyses, and data presentations

O8- understanding and documenting the measurement goals of the MF
data users

09- identifying new applications and user groups for the data

010- identifying the need for new metrics, data analyses, and data presen-
tations

1.2.2 Overview of Approach

The approach combines a knowledge discovery technique, called Attribute Fo-
cusing (AF), with a measurement planning approach, called the Goal-Question—
Metric Paradigm (GQM). In this approach, a characterization process (1) is used
to understand on-going measurement. A GQM-based method (2) is used to
structure it. And, an AF-based method (3) is used to discover new interesting
information in the existing data. The approach is depicted in Figure 1.1.

The first phase — characterization — is executed to identify the (current and
prospective) data user groups and how they are (or could be) using the data.
The second phase — top-down analysis — is based on the GQM paradigm. It
is executed to capture the goals of the data users and to map these goals to
the metrics and data in the measurement framework (MF). In this way, one can
detect what type of data is missing and what data is not being used in a MF. The
third phase — bottom-up analysis — is based on the AF technique. It is executed
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to extract knowledge (useful, interesting, and non-trivial information) from the
already existing data.

Figure 1.1 shows the control flow (using solid lines) and the information flow
(using dashed lines) of this process. The dashed lines show the two main prod-
ucts of our approach: (1) GQM structures, produced by the top-down analyses;
and (2) interesting facts, produced by the bottom-up analyses. The solid ar-
rows indicate interactions between the phases. The characterization results are
used to execute the bottom-up and top-down analyses. Thus, the characteri-
zation can be seen as a pre-requisite for the other two phases. The top-down
and bottom-up phases can interact with each other. Interesting facts discovered
during bottom-up analyses can lead to new measurement goals for the top-down
analyses. Measurement goals can in turn be used to define new data sets for the
bottom-up analyses.

1.3 Work Validation

We do not claim that our approach completely fulfills all the objectives listed in
Section 1.2.1. Our work validation aims to:

1. Evaluate the degree to which our approach fulfills those objectives.

2. And, determine if those objectives are really important for improving a
measurement framework.

Ultimately, we want to answer the following validation question:
1. Do the benefits of applying our approach compensate for its cost 7

In order to answer this question, we decided to validate our work experimen-
tally through a case study. The approach was applied in an industrial environ-
ment and the results were analyzed to evaluate the approach’s cost effectiveness.

1.3.1 Why Experimental Validation ?

Computer science is a relatively new field that has evolved mostly from mathe-
matical sciences. It has inherited a strong tradition of analytical research from
this discipline. Software engineering — as a branch of computer science — has
inherited this bias towards analytical research. However, software engineering
methods and tools are especially difficult to study analytically:

e One usually does not have well founded theories associated with software
engineering technologies — notable exceptions are formal methods and de-
sign of programming languages.
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e There are no universal laws or theories to model human factors associated
with the people that apply those software engineering technologies.

These difficulties are also present in our research. There are very few models
and theories associated with software engineering measurement, and there is no
work on (much less theories associated with) the use of methods to improve
existing measurement frameworks. For these reasons, experimental was chosen
over analytical validation.

1.3.2 Why a Case Study ?

There are several experimental methodologies to validate new software technolo-
gies [113]. In the case of our approach, one might consider executing a small
replicated experiment in an artificial setting, a controlled large scale experiment,
or a case study in an industrial setting. In order to validate the assumption that
the approach was useful to improve large measurement frameworks, it was de-
cided that the approach should be applied in a real industrial environment. This
decision discarded the use of a small replicated experiment in an artificial set-
ting. The use of a controlled large scale experiment was discarded because 1t was
impractical. Several industrial scale measurement frameworks in similar settings
would be needed to do that. The chosen validation method was to execute a
case study [74] in which the approach was to be applied to a real industrial mea-
surement framework and its results compared with the existing ad-hoc process
to improve this measurement framework.

1.4 Experimental Platform

We applied our approach to improve the Customer Satisfaction (CUSTSAT) Mea-
surement Framework at the IBM Toronto Laboratory. The CUSTSAT data is
collected annually by surveys carried out by an independent party. Its purpose
is to evaluate customer satisfaction with products of IBM’s Software Solutions
Division and their competitors. The IBM Toronto Laboratory is only one of the
several IBM Software Solutions laboratories that use the CUSTSAT data. Inside
the IBM Toronto Laboratory, the CUSTSAT data is used by several different
groups (e.g., development, service, support, and senior management).

IBM surveys a large number of customers from several different countries.
All the data is stored in one database. Currently, this database already stores
several years of CUSTSAT data. The large amount of data, the diversity of groups
that are interested in it, and the maturity of this measurement framework made
it a very good platform to validate our approach for improving measurement
frameworks.
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1.5 Main Contributions

This work gives some important contributions to the software engineering and
data mining fields:

o In software engineering, the contributions are:

— The design of the case study used to evaluate the methods.

— The process defined to characterize existing measurement frameworks.

The instantiation of the GQM Paradigm to improve existing measure-
ment frameworks.

The formalization of some important GQM concepts, such as:

* the semantic of the facets of a measurement goal.

* the templates for GQM questions.
e In data mining, the contributions are:

— The association of data mining methods with the AF Technique, in
particular:

* the use of generic relationship questions to create attribute classes
to reduce the space searched by the AF Technique.

* the use of attribute ordering to improve visualization of cause-
effect relations in the AF diagrams.

* the use attribute classes to define an algorithm to organize the AF
diagrams.

— The use of generic relationship questions to create an interface between
GQM (a measurement planning paradigm) and AF (a data mining
technique).

1.6 Definitions

This section introduces the terminology and acronyms used throughout this dis-
sertation. The terminology adopted here was adapted from the data mining
terminology proposed by Klosgen and Zytkow [75] and the software engineering
measurement terminology proposed by Fenton [52]. During this section (and the
rest of this dissertation), boldface font is used when new terms are defined.
We define application domain as the real or abstract system a software
organization wants to analyze using a MF. An entity (object, event, or unit)
is a distinct member of an application domain. Similar entities can be grouped
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into classes such as persons, transactions, locations, events, products, and pro-
cesses. Entities are characterized by attributes and relations to other entities.
An attribute (field, variable, feature, property, magnitude) is a single character-
istic of all entities in a particular entity class, for instance “usability” of software
products or “size” of source code. In the case of a measurement framework, an
attribute defines “what” one wants to measure. A relation is a set of entity
tuples which has a specific meaning, for instance “a is married to b” (for person
entities “a” and “b”). We measure entity attributes to empirically define rela-
tions between entities, for instance we can determine the relation “a is heavier
than b” by weighing entities “a” and “b.”

Measurement is the process of assigning a value to an attribute. A metricis
the mapping model used to assign values to a specific attribute of an entity class.
A metric states “how” we measure something. It usually includes a measurement
instrument, a value domain, and a scale. Data is a set of measured (collected,
polled, surveyed, sensed, observed) attribute values produced by specific metrics
for certain user groups.

A user group is a formal group inside the organization that in some way
utilizes (consumes, employs) the data produced by the MF. A data use is a
description of the way a user group consumes the data. And, a data user is any
member of a user group. A data manager is a person responsible for managing
the collection and storage of, and/or access to the data in a measurement frame-
work. A person may play both roles — data manager and data user — in a given
MF.

A measurement goal is an operational, tractable description of a user group
objective in using the data. In this dissertation, a goal is always described us-
ing the template we will introduce in Section 2.3.3. Domain knowledge is
non-trivial and useful empirical information specific to the application domain
believed to be true by the data users. Background knowledge is the domain
knowledge that data users had before analyzing the data. And, new or discov-
ered knowledge is the new domain knowledge that data users gain by analyzing
the data.

The following acronyms will be used throughout this dissertation:

o MF: measurement framework.

GQM: goal-question-metric.
o AF: attribute focusing.
e MC: measurement (framework) characterization.

CUSTSAT: customer satisfaction.

SQ: CUSTSAT survey question.
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e DA/P: data analysis or data presentation.
o SWS: IBM Software Solutions Division.

e Toronto Lab: IBM Toronto Laboratory.

1.7 Outline

The rest of this dissertation is organized as follows. Chapter 2 describes back-
ground material related to our work. The use of goal-oriented measurement in
software organizations is described. Data mining and machine learning from soft-
ware engineering data is discussed. Special sections describe the Goal-Question-
Metric (GQM) paradigm and the Attribute Focusing (AF) technique.

The approach is introduced in Chapter 3. The process that is executed during
each of the approach’s phases is described in detail. Section 3.1 describes the
process used to document the key components of a measurement framework.
Section 3.2 describes the GQM-based method used to capture and map data user
goals to the metrics of a MF. Section 3.3 describes the AF-based method used to
extract new knowledge from data available on a MF.

Chapter 4 describes how the approach was applied to the IBM’s Customer
Satisfaction Measurement Framework. The MF components documented during
the characterization process, the GQM structures produced by the top-down
analysis, and the interesting facts obtained from the bottom-up analyses are
discussed there. Chapter 5 presents the approach validation. The criteria used
to validate the approach, the validation results, and the approach evaluation are
discussed there. Chapter 6 suggests future research opportunities and discusses
the main results, contributions, and limitations.
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Chapter 2

Background and Literature Review

This dissertation starts with the premise that a good measurement framework
should be sound, complete, lean, and consistent. A MF is sound when its metrics
and measurement models are valid in the environment where they are used. A
MF is complete when it measures everything that its users need to achieve their
goals. A MF is lean when it measures what is needed and nothing else (metrics
cost money to collect [42]). A MF is consistent when its metrics are consistent
with the user goals. This means that: (1) the metrics scale and range of values
are suitable for the user needs; and (2) the metrics can be applied when and
where they are needed by the users.

Requiring soundness, completeness, leaness, and consistency of measurement
frameworks is not new a new idea in software measurement. In a seminal 1976
work, Boehm, et al. [112], wrote:

“Our ... approach were as follow: 1. Determine a set of characteristics
which are important ... and reasonably exhaustive and non-overlapping.

3. Investigate the characteristics and associated metrics to determine
their correlation with software quality ... 4. Evaluate each candidate metric
... and ... its interactions with other metrics: overlaps, dependencies,
shortcomings, etc.”

Although, all four issues were identified early by measurement practitioners,
most of the work published on measurement validation is concerned with the
issue of using sound metrics.

Metrics have been validated in very different ways. Analytical validations have
been done: (1) to analyze if a metric is theoretically sound [43, 50, 83, 114]; or (2)
to verify if a metric fulfills the properties that are associated with the attribute it
is supposed to measure [2, 31, 102, 108, 111]. Empirical validations of predictive
models have been done to validate these models’ precision and accuracy [27, 32,
71, 109]. Empirical validation of direct metrics has been done: (1) to analyze the
association between these metrics and important quality measures [9, 16, 19, 72,
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100]; and, (2) to assess these metrics consistency when they are used by different
people to measure the same thing [73, 100].

There are few works on the validation of MFs’ completeness, leanness, and
consistency. These three issues have traditionally been addressed in practitioner’s
examples of successful MFs [40, 60, 91, 96, 110]. Only recently, methodologies
have been proposed to build complete, lean, and consistent MFs [61, 88]. Most
of these works recognize that measurement should be executed in a top-down
goal-oriented way, but they only address the problem of defining lean, complete,
and consistent MFs. Little attention has been given to the problem of improving
the completeness, leanness, and consistency of existing operational MFs. This
dissertation deals precisely with this issue.

2.1 Choosing an Approach for Quality Improve-
ment

Measurement is not an end in itself. A software organization measures to establish
a quantitative and qualitative basis to improve software quality and cost. In other
words, measurement should be integrated in a larger framework that supports
understanding, assessment, improvement, packaging, and reuse of experiences
(knowledge, processes, technologies, and methods) in software organizations. To
this end, this section examines some of the organizational approaches used to
improve quality in various types of business.

2.1.1 Total Quality Management

The goal of Total Quality Control (TQM) is to generate institutional commitment
to success through customer satisfaction — the term was coined to describe the
Japanese management style to quality improvement [49]. The approaches to
achieve TQM vary greatly in practice. In general, however, they seek to achieve
total quality of a product by involving all members of the production process in
the improvement effort.

TQM was developed in Japan based on the ideas of W. E. Deming [44] and
J.M. Juran [69]. The principles of TQM were successfully applied in industries
for mass production, such as automobile and consumer electronics industries. In
those industries, the concept of total customer satisfaction was translated in terms
of producing parts and products with zero defect. Statistical process control —
a periodical random sample of products — was used to assess and control the
quality of the production.

In software organizations, the concept of total quality is not so clear cut. It
is difficult to define and evaluate the quality of software products. It is difficult
capture software customer needs. It is practically impossible to remove all faults
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from a software product. Those difficulties are added to the fact that each soft-
ware product is complex, abstract, and unique [33, 34]. The success histories of
TQM in manufacturing industries could not be easily transferred to the software
industries [3, 57], not even in Japan [68, 70].

2.1.2 The Lean Enterprise Management

The Lean Enterprise Management (LEM) goal is to build a product using the
minimal set of activities and materials needed, eliminating non essential steps
and costs. LEM has been used to improve factory output. Womack, et al. [112],
have written a book on the application of LEM to automotive industries.

LEM basic idea is to tailor a process suited to the product needs. Given the
characteristics for a product V, it selects the appropriated mix of sub-processes
p1,...,pn to satisty the goals for V, yielding a minimal tailored process Py to
produce V.

Process(Py) — Product(V) (2.1)

The ideas of LEM are very useful in software development as software orga-
nizations have to learn from one process about another, and the development
process has to be tailored to each new product that is developed [14].

2.1.3 The Plan-Do-Check-Act Approach

The Plan-Do-Check-Act (PDCA) is a quality improvement process based upon
a feedback cycle for optimizing single process production lines. Its based on
work by W. A. Shewhart [103] and was made popular and applied effectively to
improve Japanese manufacturing after World War II by W. E. Demming [44].
The approach is defined as four basic steps:

Plan: Develop a plan for improving the existing production process. Set
up quality targets (using measurable criteria) and methods to achieve the
targets.

Do: Carry out the plan complying with development standards and quality
guidelines.

Check: Observe the plan effects at each stage of development against the
quality criteria set up at the planning phase.

Act: Study results to determine what was learned, what problems occurred,
and what can be improved in the next cycle.
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The PDCA basic idea is to produce an improvement cycle over the Process(P)
used to produces a Product(X). The PDCA cycle produces a family of processes
{P;} and a series of product versions { X;}. Each cycle introduces an modification
in a process P; in order to improve it over process P;_;. The improvement cycle
is experimentally checked by examining if X; has better quality than X;_;.

Proc(Py), Proc(Pz), ..., Proc(Py) — Prod(X,), Prod(Xs),..., Prod(Xy)
(2.2)

The PDCA idea of creating process improvement cycles has been adapted
to software organizations [3, 45, 68]. However, the process improvement cycle
is more complex in software industries. Each software product is unique and
requires its own process. In software, each improvement cycle has to build a
“new” process tailored from previous software development experiences [18].

2.1.4 The SEI Capability Maturity Model

The Capability Maturity Model (CMM) [63, 90] is a quality improvement ap-
proach that was specifically tailored to Software Development. CMM is based
on the idea of quality management maturity models developed by Likert [77]
and Crosby [39]. The idea of using a software maturity model was developed by
Radice while at IBM [95] and was made popular by Humprey at the Software
Engineering Institute (SEI) [66].

CMM uses a five-level process maturity model to improve quality (Table 2.1).
A maturity level is defined based on repeated assessment of an organization’s
capability in key process areas. Improvement is achieved by action plans for
processes that had a poor assessment result. The SEI has developed a process
improvement cycle to support the movement through process levels. Basically, it
consists of the following activities:

o Initialize:

— Establish sponsorship
— Create vision and strategy

— Establish improvement structure
e For each maturity level:

— Characterize current practice in terms of key process areas
— Assess recommendations

— Establish improvement strategy
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CMM Level Focus Key Process Areas

1. Initial Key people and heros

2. Repeatable | Processes for project man- | Requirements management, project plan-
agement ning, tracking, oversight, quality assur-
ance, subcontract management, and con-

figuration management

3. Defined Engineering processes Process definition, training program, inte-
grated management, product engineering,

intergroup coordination, peer reviews

4. Managed Product and process quality | Quantitative process and quality manage-
ment

5. Optimizing | Continuous process improve- | Defect prevention, management of tech-

ment nology, and process changes

Table 2.1: CMM Maturity Levels

— For each key process area:

* Establish process action teams

* Implement tactical plan, define processes, plan and execute pi-
lot(s), plan and execute institutionalization

* Document and analyze lessons

* Revise organizational approach

This process does not examine the product or any other business characteriza-
tion. It assumes that there are essential or idealized processes and that adhering
to these processes will generate good products. In CMM, a Process(Pr) that is in
level “I” is modified on key areas until this process is at level “I/ +1.” Hopetully,
Process(Pry1) will produce better products than Process(Pr).

2.1.5 The Quality Improvement Paradigm

This dissertation adopts the ‘Quality Improvement Paradigm’ (QIP) as the basis
for improvement of software quality and productivity. The Quality Improve-
ment Paradigm (QIP) is a long-term, quality-oriented, meta-lifecycle model for
software organizations [14, 18]. The QIP promotes understanding, assessing, and
packaging of software development experiences as the means to improve software
quality.

Figure 2.1 describes the QIP. It highlights the two learning cycles of the
QIP Paradigm: the intra-project monitor-control cycle, and the inter-project
(corporate) learn-improve cycle.
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Figure 2.1: The Quality Improvement Paradigm

The QIP evolved from the lessons learned in the NASA Software Engineering
Laboratory [11, 12, 15, 17]. In its current form the QIP has six essential phases:

1. Characterize the environment - this involves understanding a software
project and its context qualitatively and quantitatively so that the correct
decisions can be made.

2. Set goals for project and organization - this consists of a process of setting
goals and decomposing them into detailed subgoals. The process works
interactively until it has produced subgoals that we can measure directly.

3. Choose and tailor a process model that satisfies the goals - this involves
selecting and tailoring the life cycle, methods, techniques and tools to satisfy
the project goals relative to the characterized environment.

4. Execute the process - this involves the construction of products accord-
ing to the process model chosen in the previous phase. The data prescribed
by phases 2 and 3 is collected validated and used to keep the process un-
der control. The collected data allow us to monitor the process and take
contingency actions when necessary (feedback).

5. Analyze the collected data during and after the project - this phase is
partially done during the process execution for project control as described
in phase 4. It is also done post-mortem to better understand the nature of
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software development and check what experience can be gained from each
project.

6. Learn and feedback during and after the project - intra-project feedback
is done during project execution to solve project contingencies as described
in phase 4. Inter-project feedback is based on phase 5. It is done post-
mortem by packaging experiences into models and other forms of structured
knowledge that can be reused in the future.

The QIP incorporates ideas from several quality improvement approaches used
in the manufacturing industries [14]:

o Its evolutionary nature, based on feedback loops, is similar to the Plan-Do-

Check-Act Paradigm (PDCA) [44, 103].

o [ts goals, feedback mechanisms, and use of measurement allow us to involve
everyone in the job of quality assurance. One can use QIP to implement
a Total Quality Management (TQM) philosophy in a software organiza-
tion [49].

o [ts approach to tailoring the development process as an optimum set of
available sub-processes is similar to Lean Enterprise Management (LEM)
[112]. Both have the idea of meeting the particular goals of a project using
the minimum set of essential steps.

What basically differentiates the QIP from the LEM, TQM and PDCA ap-
proaches is that the QIP is tailored to software development, while the others were
essentially used to improve the quality of an assembly-line-like production envi-
ronment [14]. The difference is that each software product is unique. In software
development, one has to learn from one process about another, the quantitative
models are less rigorous and more abstract, and the development process has to
be tailored to each new product that is developed [7].

QIP basic idea is to tailor a process suited to the project needs based of the
goals stated for this project. Given the project goals and quality requirements
for a product V, it selects the appropriated mix of sub-processes py,...,py to
satisfy the goals for V, yielding a tailored process Py to produce V.

Process(Py) — Product(V) (2.3)

The sub-process py, ..., py used to build Process(Py) are drawn from the or-
ganization experiences. They are built upon understanding the relationships be-
tween the historical projects and products and the goals for the new Product(V).
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In terms of being tailored to quality improvement of software organizations,
only the CMM [90] can be compared to the QIP. The Experimental Software
Engineering Group at Maryland has adopted the QIP because we believe that an
organization should focus on the specific problems they want to solve [82]. Unlike
the CMM, the QIP does not assume that process improvement is dependent on
the maturity of the organization [106]. The QIP starts with a CMM level 5 style
of organization, even though it does not have level 5 capability yet [6]. The
organization is driven by the understanding of its business, products and process
problems [14]. It learns from its own business, not from an external generic
process model.

2.1.6 Mapping our Improvement Approach to QIP

The QIP can been seen as a framework for applying the scientific method to
software organizations. OQur experimental work can be mapped to the QIP. The
characterization of IBM’s CUSTSAT MF corresponds to the QIP first phase.
From IBM’s point of view, the case study has the goal of improving its measure-
ment framework. From this dissertation point of view, the case study has the
goal of evaluating the improvement methods. The MF top-down and bottom-
up analyses correspond to the approach execution cycle. The validation of our
approach presented in Chapter 5 corresponds the result analysis phase. The im-
proved MF and a packaged set of improvement processes is the final result of
using this paradigm.

2.2 Looking at Measurement Frameworks in a
Top-down Fashion

Measuring for software quality and cost improvement is not a simple task [59].
The cost and quality of software products are associated with its development
process as opposed as to its production! process [93]. Software is an abstract and
complex product and software development is a human intensive process[34, 33].

One of the key ideas behind our approach is that, in software organizations,
measurement should be defined in top-down goal-oriented fashion. Gilb put it
better when he said [55]: “Projects without clear goals will not achieve their goals
clearly.” A variety of goal-oriented measurement paradigms have appeared in the
literature: the Quality Function Deployment [76] (QFD) ; the Software Quality
Metrics [81] (SQM); and the Goal Question Metric (GQM) paradigm are some
of them.

1Software production corresponds to the act of recording a software product and its instal-
lation procedures into the storage media to be shipped to a customer.
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Required Quality Quality Attributes

Primary | Secondary | Tertiary Importance || Al | A2 | A3 | A4 | A5
Req. 1 Req. 1.1 Req. 1.1.1 1 X X

Req. 1.1.2 1 X

Req. 1.2 Req. 1.2.1 3 X X

Req. N | Req. N.1 | Req. N.1.1 2 X

Req. N.1.2 2 X

Req. N.1.3 3 X

Table 2.2: QFD Matrix

2.2.1 Quality Function Deployment

The Quality Function Deployment (QFD) [1, 76] is a technique that evolved from
the TQM principle of deriving measures from the customer point of view. In
QFD, quality requirements are established for each product from the customer
point of view. Those requirements are then mapped to metrics to be used to
satisfy those customer needs. This mapping is done using “House of Quality”
matrices. Table 2.2 shows an abstract example of such matrix (adapted from
[76]). The left side of the matrix has the captured customer requirements. Those
requirements are refined top-down — “deployed” — in more detailed ones. The
detailed requirements are ranked by importance (in this cases from 1 to 3) from
the customer point of view. The right side of the matrix map each of those
requirements to the measurable attributes that will be used to evaluate them.

2.2.2 Software Quality Metrics

Software Quality Metrics (SQM) was developed to allow the customer to assess
the product being developed by a contractor [28, 81]. In SQM, a set of quality
factors is defined for the final product. Those factors are refined into a set of
criteria (attributes), which are mapped to a set of pre-defined metrics. In this
way, the SQM user just selects the factors and criteria of interest to define which
metrics will be used to assess the delivered product. Figure 2.2 shows an example
of a SQM structure adapted from [28].

2.2.3 The Goal-Question-Metric Paradigm

The Goal-Question-Metric Paradigm was proposed by Basili [20, 17] as a means
of measuring software in a purposeful way. The GQM paradigm first step is to
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Figure 2.2: A SQM structure

define measurement goals tailored to the specific needs of an organization. Goals
are refined in a operational, tractable way, into a set of quantifiable questions.
Questions in turn imply a specific set of metrics and data for collection. This
paradigm has been used successfully in several organizations (e.g., NASA [15],
Motorola [40], HP [58], AT&T [4]).

Figure 2.3 shows an abstract example of what we call a GQM structure. The
following template — defined by Basili and Rombach [17] — is used to define
measurement goals:

Analyze ‘object of study’ in order to ‘purpose’ with respect to
“focus’ from the point of view of ‘point of view’.

(2.4)

Each of the underlined words above represents a facet, that must be considered
in measurement planning. For example:

Analyze ‘service support for our product’ in order to ‘evaluate
it” with respect to ‘customer satisfaction’ from the point of view (2.5)
of ‘service support personnel’.

Each goal implies several questions based on its facets. For example, the
purpose “evaluate” might generate questions of the type: “How does the service
support of our product compare with its competitors 7”7 or “How does the current
service support satisfaction compare with previous years 7”

The questions will then be refined into the metrics needed. The goal facets
are also used in this process. For example, the point of view determines the scale,
granularity and timing of the metrics used to answer a certain question.
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Figure 2.3: An abstract GQM structure

GQM has a wider scope than QFD and SQM. The QFD has been used for
the purpose of planning and control the final product. The SQM has been used
for the purpose of assessing the final product. Both were conceived to measure
things from the point of view of customers and users. To the GQM Paradigm,
the measurement point of view, object of study, and purpose are input variables.
In fact, SQM and QFD can be considered subsets of the GQM Paradigm [13].
This dissertation adopts the Goal-Question-Metric Paradigm [20, 17] to improve
MFs in a top-down fashion.

2.3 Instantiating the GQM Paradigm

The GQM is a general paradigm that has been instantiated in several different
ways [4, 8, 15, 46, 58]. All those instantiations aim to define measurement from
scratch. This dissertation will use its own instantiation of the GQM Paradigm.
Instead of being tailored to define new MFs from scratch, our “version” is tailored
to improve existing MF's.

Figure 2.4 shows the type of GQM structure that will be built in this dis-
sertation. This type of structure provides a platform to interpret the data and
better understand the data user needs. It specifies the goals associated with a
certain data user group (goals with the same “point of view”). Those goals will
be refined in attributes (i.e., what the data users want to measure), and those
attributes will be mapped to the metrics that are being used in the MF. In this
way, the structures will allow data managers to trace the goals of a certain data
user group to the measures that are intended to define them operationally. Look-
ing at Figure 2.4 for example, one may conclude that metrics M2, M3, and M5
are useful to the data user group. Metrics M1 and M4 are extraneous to them.
An the metrics to measure attributes A3 and A5 are missing altogether from the

MF.
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Figure 2.4: GQM Structure for the Top-down Analyses

The process to build GQM structures will be described in Chapter 3. The rest
of this section describes the way we will describe metrics, attributes, questions,
and goals in this dissertation.

2.3.1 Expressing Metrics

In Section 1.6, a metric was defined as a mapping model used to assign values
to an attribute of an entity class. This definition recognizes the fact that a
measure is a mapping from the empirical (real) world to a formal (mathematical)
world [53, 62, 73, 97]. A metric is characterized by a measurement model, a value
domain, and a scale. In order to describe a metric, one has to identify all those
components.

The metric value domain is the set of values that can possibly be assigned
by a metric to the attribute it is measuring. These values are represented by
suitable symbols (usually numbers). The definition of a value domain consists in
declaring the set of symbols used to represent the measured values.

The value domain is not enough to define what operations can be executed
over these values. A measurement scale is needed to define what operations
are admissible over a value domain. The work on scales was pioneered by
Stevens [105], the following four scale types make up his original classification:

¢ Nominal scale defines representations that can be used to classify entities
into categories based on their attribute values. Examples of attributes that
can be expressed in a nominal scale are: sex of a person, race of a person,
type of a software fault.
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Scale Type Description Example

Nominal Scale | establishes categories sex, race, type of a software
fault
Ordinal Scale | establishes rank orderings rank in class, level experience

of a programmer

Interval Scale | establishes the notion of unit | temperature in °C' or °F, cal-
endar time of a project

Ratio Scale establishes unit and absolute | temperature in °K, elapsed

Z€eT0 time of a project

Table 2.3: Types of Measurement Scale

e Ordinal scale augments the nominal scale by placing a logical ordering in
the attribute classifications. Examples of attributes that can be expressed
in a ordinal scale are: rank in class, level of experience of a programmer,
seriousness of a software fault.

o Interval scale augments the ordinal scale by introducing the notion of
unit into the classifications, i.e. the differences between levels of attributes
values on any part of the scale reflect equal differences in the attributes
measured. Examples of metrics that are expressed in an interval scale are:
temperature in degrees Celsius and degrees Fahrenheit, and calendar time
of a project.

e Ratio scale augments the interval scale by introducing the notion of abso-
lute zero, i.e. the absence of the attribute measured. Examples of metrics
that are expressed in a ratio scale are: temperature in degrees Kelvin, num-
ber of lines of code, and elapsed time of a project.

Although there can be other scale types, the categories listed on Table 2.3 are
the most common and cover almost all software engineering measures. Those four
categories will be used in this dissertation to identify the measurement scales.

The metric measurement model is the procedure, instrument, or function
used to associate a value to an entity attribute. For example, the size of C
programs may be measured by the metric “lines of code.” In this case, the
measurement model is the exact procedure used to count the “lines of code” —
e.g., count the number of non-comment semi-colons in the “source code.” This
metric value domain is the natural numbers in ratio scale.

In the above example, “lines of code” is said to be a direct metric because
its values are directly derived from an entity. In the other end of the spectrum,
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there are the indirect metrics. These metrics uses a function to determine
an attribute value from other attribute values. They are commonly used in
software engineering resource and prediction models ([10] part I and [38] chapter
6). For example, Boehm’s Cost Constructive Model [27] (a well known effort

prediction model) uses the following relation to measure the attribute “Effort:”

1.05
E=24x (%) In this case, the measurement model is the “E” function and

the value domain is the real numbers in ratio scale.

2.3.2 [Expressing Attributes

As defined in Section 1.6, attributes state what one wants to measure. Exam-
ples of attributes used in software organizations are: complexity, size, coupling,
and cohesion of software code, type and seriousness of a defect, experience and
capability of programmers. Although the differentiation between “metrics” and
“attributes” was made popular by Fenton in his 1991 software metrics book [51],
it was first proposed by Rubey and Hartwick in a seminal 1968 work [98], on their
own words:

“... attribute is a precise statement of a specific software characteristic.

a metric was developed for quantitative measurement of each quality
attribute. These metrics ... can be used to produce a numerical value that
makes it possible to compare a given program with other programs or a
desired standard.”

Well defined attributes allow people to check if the MF has sound metrics
to measure these attributes. This dissertation recognizes basically three types of
attribute description: the implicit, textual, and formal descriptions. Implicit
descriptions occur when an attribute is described only by its name. For ex-
ample, suppose that a organization wants to measure the attribute “project staff
size.” This attribute may be (implicitly) described by its name if this is enough to
establish the attribute meaning. In the example, common sense might be enough
to determine that the “number of programmers in a project” measures the “staff
size.”

Often, however, the description of what one wants to measure is not clear
by the attribute name alone. In the previous example, it might not be clear
what one means by “staff” (e.g., are secretaries part of the project staff 7 what
about the acceptance testers 7). In such cases, a textual description might
be used to define what one wants to measure. For example, “the project staff
size should include all the people that have worked at some point in designing,
coding, reusing, testing, and maintaining software for the project.”

Sometimes even the textual description of what an attribute tries to mea-
sure can be confusing, especially for software product attributes such as size,
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complexity, and coupling. In such cases, a formal description should be used
to describe this attribute. This dissertation endorses the use of property-based
approaches [31] to formally define an attribute. The property-based attribute
definition works by stating as axioms the properties that the metrics used to
measure the attribute have to satisfy.

Consider the following axiom stated by Weyuker as a property of the attribute
“code complexity” [111]: The concatenation of a program body “R” with two
different programs bodies “P” and “Q)” can affect complexity in different ways.
Although “R” has a fixed complexity in isolation, “R” may interact with “P” in
subtly different ways than it interacts with “Q.” It can produce different levels of
complexity when concatenated with “P” and “Q.” This can be formally stated as:
(3P) (3Q) (M (P) = M (Q)) A (M (R; P) # M (E;Q))), where M (P) means
measured complexity of “P,” and “R; P” means concatenation of program “R”
and “P.” In her paper [111], Weyuker showed that the cyclomatic number [80]
— a very common code complexity metric — does not satisfy this property.

The property-based approach can be used to describe attributes, because
it isolates the attribute definition from the metric definition. One can dis-
cuss whether the attribute “complexity” should have a property, independent
of whether some metric really satisfies this property or not. Once one has agreed
on the properties of an attribute, one can validate the metrics used to measure it.
For example, if one agrees that the property in previous example is a property of
the “code complexity,” then the “cyclomatic number” cannot be validated as a
complexity measure. Note that the attribute properties are by no means a com-
plete “description” of the attribute. They only state a formal basis upon which
to validate the metrics used to measure these attributes.

2.3.3 Expressing Goals

In general terms, a goal can be defined as a planned position or result to be
achieved. This dissertation will call them general goals to differentiate them
from our very specific definition of a ‘goal’. From the business management point
of view, one can classify general goals into two large domains [5]: ‘strategic goals’
and ‘organizational goals’.

e Strategic goals are general goals affecting the nature the business in which
a firm engages (e.g. a database software company can have as a strategic
goal to enter the workstation DBMS market).

e Organizational goals are general goals affecting the way that parts of the
corporation are organized and the production process executed (e.g. a
database software company can have as a organizational goal to produce
more robust DBMS systems).
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In software development organizations, strategic goals are more related to
the business management field, while organizational goals are more related to
the software engineering management field. As expected, this dissertation focus
on the latter. It uses organizational goals to guide the process of defining or
improving a software measurement framework.

In software engineering measurement, ‘goals’ should state what is to be ana-
lyzed, from what perspective, and for which purpose. This dissertation uses the
template introduced in Section 2.2.3 to state these goals:

Analyze ‘object of study’ in order to ‘purpose’ with respect to
“focus’ from the point of view of ‘point of view’.

(2.4)

This dissertation calls an organizational goal set using the previous goal tem-
plate a ‘measurement goal’, or simply a goal. Goals are defined in terms of
purpose and perspective:

e The purpose outlines the object of study and what one wants to do with it.

e The perspective outlines what aspects of the object of study are relevant,
and who is interested in such aspects.

Each one of the templates underlined words represents one facet. Facets are
keywords that will substitute for the underlined words to produce a goal. The
template’s four facets (object of study, focus, purpose, and point of view) have
very specific semantics.

Object of study is any entity in the organization of the template user.

Purpose is represented by one of the following keywords: characterize,
assess, evaluate, control, improve, or predict.

Focus is the primary attribute one is interested in measuring.

Point of view is any data user group in the software organization.

The semantics of the facets “object of study” and “point of view” are explained
by the definition of entity and data user group given in Section 1.6. Likewise,
the semantics of the facet “focus” is explained by the definition of attribute given
in the same section. The semantics of the “goal purpose” facet needs further
explanation. This dissertation uses the following key words to express the goal
purpose:

Characterize - define and select metrics to measure the attribute associ-
ated with the goal focus and measure them from the goal point of view.
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Assess - use a predefined set of metrics to compare the object of study
attributes against some predefined standard.

Evaluate - define and select metrics as before, derive baselines for these
metric values (usually from experience, e.g. historical values), measure the
attributes, and compare the obtained values against the baseline. FEvaluate
if the current values are better, similar, or worse than expected.

Control - define and select metrics as above, derive baselines for these met-
ric values, measure the attributes, and compare values against the baseline.
If attribute values are worse than the baseline, take corrective action to
keep them within the prescribed bounds.

Improve - define and select metrics as above, derive baselines for these
metric values. State improvement targets based on baseline values and
take affirmative action to achieve these targets (e.g., improve the process,
adopt a new technology, train people, etc.). Measure the attributes, and
compare their values against the improvement targets. If necessary, take
corrective actions to achieve the planned targets.

Predict - define and select a predictive measurement model and execute
it. This indirect metric must be executable early in the software life cycle
so that the data users can estimate up front a value for the attribute they
are trying to measure (estimate). Follow up on the predictions and revise
the estimates during the project execution.

2.3.4 Expressing Questions

Questions are used in the GQM Paradigm as the link between measurement
goals and metrics. This dissertation splits questions in two orthogonal categories:

e ‘Characterization questions’

e ‘Relationship questions’

Characterization questions are used to define the attributes (and metrics)
that will be measured to pursue the stated measurement goals. The characteriza-
tion questions are influenced by the object of study and focus of the measurement
goals. They aim to characterize the entities related to the objects of study. The
following template is used to express characterization questions:

What is the attribute X of entity Y 7 (2.6)

For example:
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What is the ‘number of open requirements’ in ‘the project design (2.7)
phase’ ? )
Relationship questions will define how the collected data will be analyzed
to pursue the measurement goals. These questions are directly related to a goal
purpose and point of view. They aim to state the relations between attributes of
the object of study and attributes of other entities that one wants to investigate
empirically. The following template is used to express relationship questions:

How does attribute X of entity Y relate to (affect, compare to)

attribute 7 of the object of study ? (2.8)
For example:
How do the ‘# of open requirements’ in ‘the project design (2.9)

phase’ affect ‘error proneness’ of ‘the final product’ ?

In this dissertation, the characterization questions will be used in the top-
down analyses and the relationship questions will be used in the bottom-up anal-
yses. Chracterization questions are used to define attributes in the GQM-based
method described in Section 3.2.1. Relationship questions are used in the first
step of the AF-based method described in Section 3.3.1.

Its is important to highlight that the use of questions templates to support the
generation of questions in a GQM model is a new contribution of this dissertation

to the GQM Paradigm.

2.4 Looking at a Measurement Frameworks in
a Bottom-up Fashion

Existing or legacy data is the most important asset of any measurement frame-
work. For this reason, improving data usage is one of the best ways to improve
a MF as a whole. One of the key assumptions of this dissertation is that MF
databases contain useful information that is not being explored by the data users.
The bottom-up analysis aims explore a MF database to infer new useful infor-
mation (knowledge) about the application domain and the MF itself.

2.4.1 Machine Learning

Information can be inferred from a database by deduction or induction [65]. De-
duction infers information that is a logical consequence of the information in the
database. This information is always true provided that the database contents
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Figure 2.5: A Machine Learning Framework

are true. Induction infers information by generalization of the information con-
tained in the database. This information is believed to be true and is supported
by data patterns in the database. Consider a database with ten similar software
systems developed and maintained by the same group of people. Suppose that
they have measures of the development and maintenance costs of these systems,
and each project used one of the following two languages: FORTRAN or Ada. In
this case, one can deduce the average cost of the projects done in FORTRAN and
in Ada. However, one can only induce information on which language is more
costly to use in general.

The induced information will express general statements or rules about the
entities being measured. It is usually higher-level information, that is not neces-
sarily true, but it is believed to be true due to the contents of the database. If
this information is also interesting and previously unknown, it called discovered
knowledge or new knowledge [54]. The process of discovering new knowledge
is referred to as inductive learning [64].

The automation of inductive learning processes has been researched in an arti-
ficial intelligence area called machine learning [99]. A machine learning system
does not interact directly with its environment. It uses “coded observations” of
this environment to learn about it. Figure 2.5 depicts the machine leaning pro-
cess. It samples facts from the environment we want to model. It codes these
facts as “coded observations” of the environment. These coded observations are
fed into a machine learning mechanism to produce a model of the environment.
The model can then be used to derive unknown and interesting information (i.e.
new knowledge) about the environment [36, 65].

A broad range of machine learning approaches can be fit into the above frame-
work. Candidate elimination algorithms [84], decision tree algorithms [87, 94],
explanation-based algorithms [35, 41, 85], neural network algorithms [79, 86], and
genetic algorithms[64], although very different, all fit this very general framework.
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Let’s consider two extreme examples:

o Neural networks use training sets which are coded observations of the en-
vironment. The environment model is represented in a neural network as
patterns of interactions between the simple computational elements. The
learning algorithm works by adjusting the weights and thresholds of the
network connections. Knowledge is implicitly stored in the network itself
as a vast number of connections and weights [79].

o Decision trees also use a set of training instances. The learning algorithm
builds a classification tree as the environment model. The tree classifies
examples among a finite number of classes. Nodes of the tree are labeled
with attribute names, the edges are labeled with possible values for these
attributes, and the leaves are labeled with the different classes [94].

Some machine learning techniques — such as decision tress — represent knowl-
edge in an interpretable symbolic format. Other techniques — such as neural
networks — represent knowledge implicitly in a non-interpretable format [99].
Most of the reported uses of machine learning techniques in software engineer-
ing use techniques that represents knowledge in symbolic interpretable format.
Techniques such as Classification Trees [92, 101, 104, 107] and Optimized Set
Reduction [29, 32] have been used more frequently than neural networks to build
predictive and classification models for software organizations.

2.4.2 Data Mining

The bottom-up analysis aims to extract knowledge directly from the MF data-
base. The research area that studies machine learning systems that draw “coded
observations” directly from a database is called ‘data mining’ [48]. Formally,
data mining is defined as the process of inducing previously unknown, and
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potentially useful, information from databases [54]. Figure 2.6 shows a data
mining framework (adapted from [47]).

Although the framework for data mining and machine learning may seem
similar, there is an important distinction. The database is designed for purposes
others than data mining. The representation of entities and attributes in the
database has been chosen to meet the needs of the applications that use it rather
than the needs of data mining [65]. In our case, the database is designed to meet
the needs of the measurement framework as stated by the software organization’s
goals. This means that the data is not organized in a way that will facilitate
machine learning. In particular, there might be irrelevant, missing, noisy, and
uncertain data in the database.

There are two basic types of data mining operations (see [67] for a more de-
tailed classification): (1) one can data mine to create predictive and classification
models to forecast the future (predictive data mining); or (2) one can data mine
to discover interesting facts in a database (forensic data mining). The goal of the
bottom-up analysis described in this dissertation is not to use the MF data to
build models, but rather to extract new interesting facts from it. For this reason,
the bottom-up analysis uses a forensic data mining technique.

Forensic data mining techniques are not completely automated. They usually
involve one or more people during the assimilation phase of the data mining
process (see Figure 2.6). These people are usually experts in the application
domain and their role is to transform the mined information into knowledge.
Typical forensic data mining techniques search databases for deviations from
expected data patterns, unknown associations between variables, or interesting
sequencing of attribute values.

2.4.3 The Attribute Focusing Technique

The forensic data mining technique used as the basis for the bottom-up analysis
is called Attribute Focusing. Attribute Focusing (AF) has been used in sev-
eral different applications — including software process measurement [24, 23, 26],
customer satisfaction [25], and sports [22] data analyses.

The AF technique searches an attribute-value (measurement) database for in-
teresting facts. An interesting fact is characterized by the deviation of attribute
values from some expected distribution or by an unexpected correlation between
values of a set of attributes. The facts are presented in easily interpretable bar
chart diagrams. The diagrams are sorted by interestingness level — a numeric
value calculated to quantify how interesting each diagram might be to an expert.
The ordered diagrams are presented to the experts. Knowledge discovery takes
place when the experts address the questions raised by the diagrams.

Figure 2.7 shows an example of an Attribute Focusing diagram. It was ob-
tained from a real data set pertaining to a particular class of software prod-
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Figure 2.7: A Two-way Attribute Focusing Diagram

ucts [25]. Let us call it “Product Class X.” This particular diagram has two
attributes: “Overall Satisfaction” and “Customer Involvement in the Decision to
Purchase the Product.”

The satistaction level by customer involvement in purchase is shown by bar
patterns in the diagram. The possible values are: “involved in purchase decision,”
if the customer was involved in the decision to purchase the product he/she is
evaluating, and “not involved in purchase,” if not. The y-axis shows the percent-
age of occurrence of each “satisfaction” value per “purchase involvement” value.
For example, the first vertical bar indicates that about 56.5% of those “involved
in the decision to buy the product” were “very satisfied with the product.”

The diagram in Figure 2.7 is saying that if the customer was involved in
purchasing a product of Product Class X, he/she is likely to evaluate the product
more favorably than customers that were not involved in the decision to buy this
product (see the differences in values between “very satisfied” and “satisfied” for
“involved” and “not involved in purchase decision”).

This diagram exemplifies very well how the AF Tool helps knowledge discov-
ery. It points out new facts to the experts. These facts may lead to discovered
knowledge or not. The experts are the ones that will look at the facts expressed
in the diagrams using their background knowledge, and conclude if the diagrams
are saying something new and useful.

Suppose for example that the experts know that products of Class X are
expensive (background knowledge). This might lead to the discovery that pur-
chasers of this class of products try to defend the product in order to justify their
decision to invest in it.
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At this point, it is important to remark that the AF tool used in this disserta-
tion was designed to mine nominal and ordinal data. The tool has limitations in
exploring interval and ratio data. Numeric-valued attributes have to be mapped
into discrete ranges of values before they can be used in an AF-analysis. Con-
sider the metric “lines of code” (LOC) for example. Its numeric values have to
be mapped to a discrete and finite set of values if one wants to use them in AF
analyses. Suppose that the values “small, medium, and large” are considered
adequate to quantify software size. In this case, one could define the metric “dis-
crete software size” using the following mapping: (1) the discrete software size is
“small” if LOC < 5000; (2) it is “medium” if 5000 < LOC < 100,000; and (3)
it is “large” if LOC > 100, 000.

“Interestingness” Functions

The diagram presented in Figure 2.7 is said to be a 2-way diagram because it
involves two attributes. The function used to calculate the interestingness level of
a 2-way diagram — involving two attributes “A,” and “A,” in nominal or ordinal
scale — is:

Interestingness(A,, Ay) = VuVo{max[Inz(A, = v; A, = u)]} (2.10)

The “Iny” function quantifies the association of two particular values “v” of
“A,” and “u” of “A,.” It calculates the probability of co-occurrence of these
values as if the attributes were independent (Observed(A, = v) x Observed(A, =

u)), and subtracts from it the rate of occurrence of the combination observed in
the data (Observed(A, = v A A, = u)):

Iny(A, =v; Ay =u) = |Observed(A,; = v) x Observed(A, = u)—
Observed(A; = v AN Ay = u) (2.11)

Observed(A, = v) is the observed rate of occurrence of value v over all A,
values, and Observed(A, = v A A, = u) is the rate of occurrence of value pair
(v,u) over all (A,, A,) values.

Other interestingness functions can be used with the AF-technique. We have
used functions that estimate the interestingness level for associations between an
arbitrary number of attributes (N-way analysis).

2.4.4 Generic Relationship Questions

In the AF technique, it is very important to avoid the computation of uninterest-
ing relations whenever possible. An uninteresting relation wastes machine time
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to compute, and yields uninteresting diagrams that will waste data user’s time
during the diagram reviews.

The AF Tool avoids uninteresting metric combinations based on user-defined
data (metric) groups. The metrics grouped together are not correlated during the
analysis. For example, a typical 2-way AF analysis will use two metric groups.
The AF Tool will pick one metric from each group and try to correlate them in
pairs.

This dissertation introduces the idea of using a ‘generic relationship question’
to select and group the data for the AF analyses. A relationship question —
as described in Section 2.3.4 — can be used to state what relations between
attributes one wants to investigate empirically. The AF-based method introduced
in Chapter 3 will investigate several empirical relations in each analysis. It will
use a generic relationship question (GRQ) to state the set of relations to be
investigated empirically. The following template is used to define a GRQ:

How do ‘Attribute class X7’ and ... and ‘Attribute class Xny_{’
[relate to, affect, impact] ‘Attribute class Y’ ?

(2.12)

Attribute classes are sets of attributes grouped according to certain criteria
or features relevant to a data user group. For example, attributes that repre-
sent logical features of the final products could be grouped in class “Y.” while
attributes representing managerial constraints over the project could be grouped
in class “X;.” In this example, the above template would result in the following
question for AF analysis:

How do the ‘managerial constraints over the project’ relate to

the ‘logical features of the final products’ ? (2.13)

Multiple attribute classes are used in the GRQ template (2.12) in order to
make it suitable to define N-way analysis.
The generic relationship questions are a generalization of the relationship

questions introduced in Section 2.3.4. GRQs effectively establish a link between
the GQM Paradigm and the AF technique.

2.4.5 A Final Word on Interestingness

Let us go back to the concept of “interestingness.” In a two-way AF analysis, an
attribute association (i.e., a correlation between attribute values) is selected for
presentation if:

Interestingness(A,, Ay) > C,

where C is a fixed interestingness cutoff value (2.14)
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The above formalism of a two-way relationship can be extended into a three-
way relationship. Let Ins(A, = v; A, = u; A, = 1) be:

Ins(A; =vi Ay =u; A, =t) = |Obs(A, =uNMA, =1) x Obs(A, =v)—
Obs(A, =vNA, =uNn A, =1) (2.15)

A three-way relationship is interesting (with A, as the focus attribute) if the
absolute value of the association is greater than any of the 2-way relationships
and also greater than the cutoff C'. In other words:

Interestingness(Az, Ay, A.) > Interestingness(A;, Ay) A
Interestingness(Az, Ay, A.) > Interestingness(Ag, A.) A
Interestingness(Az, Ay, A,) > C (2.16)

The cutoff value ' is set by the expert or the person analyzing the data. It ex-
presses the threshold for which an attribute association is considered interesting.
Implicit to this algorithm is the selection of the strongest associations between
attributes of an existing set of attributes. Also, implicit to this algorithm is the
selection of the optimum length of the associations. That is, the three-way eval-
uation compares the results of the various two-way evaluations, if the three-way
evaluation is greater than (more interesting than) the two-way evaluations, this
pattern is output, otherwise not. This implies that the AF algorithm for N-way
associations will converge to an optimally sized association description. Because
the description of the pattern includes those and only those attributes associ-
ated with the focus attribute, the expert need not evaluate or compare other
associations that differ by the presence or absence of other attributes since these
comparisons have been automatically evaluated by AF. The convergence to op-
timal length associations is therefore essentially a convergence towards the most
informative and parsimonious associations. A deeper discussion of these concepts
can be found in [22, 37].

Although the strength and optimal length of an association is a statistical
measure of interestingness, it may not be a complete measure of practical utility.
A strong association is useful only if it is unexpected or previously unknown.

In the AF-based method that will be introduced in Section 3.3.1, generic re-
lationship questions (GRQs) are used to declare which (unexpected or unknown)
attribute associations should be considered in AF analyses. The attribute classes
defined by the GRQs are used to incorporate the expert’s domain knowledge to
the AF search for interesting and useful associations.
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The last and possibly most important step in the search for interesting pat-
terns is to convey the discovered “interesting” information to the experts. In the
AF-based method, diagrams are used to convey information to the experts. The
attribute classes defined by the GRQs are used to organize the AF diagrams be-
fore they are shown to the experts (see algorithm in Page 49). The organization
of the diagrams helps to create a more meaningful context in which the “interest-
ing” attribute associations will be interpreted. Here, like before, the GRQs are
used to increase the potential interestingness of the mined information.

In this dissertation, the experts that will revise the AF diagrams are the sev-
eral data users and managers of the Customer Satisfaction Measurement Frame-
work. They are assumed to be “lay people” on data analysis, but experts in their
knowledge domain. For them, the interesting diagrams are those that involve
unexpected or unknown associations between satisfaction attributes of their in-
terest. The space to be searched for these associations is specified by generic
relationship questions involving attribute groups of their interest. One of the
major contributions of this dissertation is exactly to use the GRQs to incorpo-
rate the expert’s domain knowledge to the AF search for interesting attribute
associations.
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Chapter 3

The Improvement Approach

The approach is composed of three phases. The first phase — characterization — is
executed to identify the data user groups and how they are using the data. The
second phase — top-down analysis — is based on the GQM paradigm. It is executed
to build GQM structures for each data user group and use these structures to
detect missing and extraneous metrics in a MF. The third phase — bottom-up
analysis — is based on the AF technique. It is executed to extract knowledge
from the data that already exists in the MF.

3.1 Measurement Framework Characterization

The measurement framework characterization (MC) is executed to identify the
“key components” of a MF and document how they relate to each other. The
key components we want to identify are: the metrics, attributes, existing data,
user groups, and data uses.

The approach uses a combination of structured interviews and review of the
available MF documents to capture and document those key components. A
structured interview is one in which the questions are in the hands of the inter-
viewer and the response rests with the interviewee (as opposed to an unstructured
interview in which the interviewer simply raises topics for discussion and the in-
terviewee provides both the relevant questions and the answers) [78]. Structured
interviews are used to capture the descriptions of user groups, attributes, and
data uses, as those MF components are usually not documented and can only be
obtained by interviewing data managers and data users.

Reviews of the MF documents and database are used to obtain the descrip-
tions of metrics and available data. Metrics are explicitly or implicitly described
in measurement manuals and data collection forms, or any organization docu-
ment that has the description of the data that should be collected through the
MF'. The available data can usually be identified by reviewing the descriptions of
the MF database, or, in the worst case, by directly examining its contents.
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3.1.1 The Characterization Process
We use the following process to characterize a measurement framework:
Step 1 — Identify Metrics

The first components to be identified are the metrics used in a MF. All the
metrics used to collect data in a MF must be listed, including how they work —
especially their measurement instrument, scale and value domain.

e Entry Criteria: none.
e Input: Available measurement documents.

o Procedure: List all metrics. For each metric, answer the following questions:

— What is the measurement instrument ?

— What is the metric scale and range of values 7

e Methodology: Review available measurement (or software process) docu-
ments

e Output: Description of metrics.

o Exit Criteria: All metrics are described and continued investigation reveals
no additional metrics.

Step 2 — Identify Available Data

The second type of component to be identified is the data available in the
MF'. This includes when and under what circumstances the metrics were used to
collect data, where the resulting data was stored, and how to access it. This last
step may require an understanding of the format in which the data is stored and
how to get authorization to use it. This may require a sizable amount of work if
the data is stored in several different formats and/or locations.

e Entry criteria: Metrics description is available.

e Input: Metrics description and data repositories (e.g., MF database) docu-
mentation.

e Procedure: For each data repository, answer the following questions:

— When and under what circumstances were the data collected ?

— How is the collected data stored ?
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— How can the data be accessed ?

— What data is available in the repository 7

o Methodology: Use metric descriptions and review data repositories doc-
umentation. Examine data repositories directly and interview the data
managers responsible for the repositories if necessary.

e Output: Description of available data.

o Exit Criteria: All data repositories are described and continued investiga-
tion reveals no additional data repositories.

Step 3 — Identify Data Uses and User Groups

The third type of component to be identified are data uses. Each type of data
analysis and presentation that is generated with the data must be described.
Each description should include the frequency and granularity with which the
data is used. Together with the data uses, who is using the data — the user
groups — must also be identified. A user group description should include the
objectives of the group in using the data as well as how important the data is for
them.

o Entry Criteria: The metric and data descriptions are available.
e Input: Metrics and data descriptions.

e Procedure: List all data usage. For each metric and/or data group, de-
scribe the data analysis and presentations done with it. Each data usage
description should answer the following questions:

— How is the data used 7

— What is the frequency of this data usage 7

— What is the granularity at which the data is used ?

— Who is using the data ?
Based on the list of who is using the data, describe all data user groups.
Each user group description should answer the following questions:

— Who is the main representative of the data user group 7

— What is the group’s purpose in using the data ?

— What is the user group role in the organization ?

— How important is the data for the user group ?
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o Methodology: Interview data managers. Talk to specific user group repre-
sentatives if necessary.

e Output: Description of user groups and data uses.

o Exit Criteria: All user groups and data uses are described and continued
investigation reveals no additional user groups or data uses.

Step 4 — Identify Attributes

The last components we have to describe are the attributes. This information
is obtained by asking the user groups to describe their perception of what is
being measured by the metrics. For example, when a person says a program size
is 15,000 lines of code, this person is saying that the metric “number of lines of
code” is being used to measure the attribute “size of a program.”

o Entry Criteria: Descriptions of metrics and user groups are available.

e Input: Available measurement documents, metric and user group descrip-
tions.

e Procedure: For each metric, describe precisely what the metric is supposed
to measure.

o Methodology: Interview data user representatives or, if possible, extract
the description directly from the MF documentation. Use one of the three
types of attribute description discussed in Section 2.3.2

e Output: Description of attributes.

o [xit Criteria: All identified attributes are described and continued investi-
gation reveals no additional attributes.

3.2 Top-down Analysis

This phase is used to capture the data user goals and to map them to the data
that is being collected. This helps data managers gain a better understanding of
the data user needs, and to identify missing and extraneous metrics in the MF.
The top-down analysis is based on an instantiation of the Goal-Question-Metric
Paradigm (Section 2.2.3).

As shown in Figure 2.4, this GQM-based method is applied to build (or revise)
a structure that maps the data user goals to the metrics (and data) used in the
organization. This structure is used to identify missing or extraneous elements

of a MF.
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Figure 3.1: The GQM-based Method

3.2.1 The GQM-based Method

The GQM-based method applies the principles of the GQM paradigm to improve
an existing MF. Our objective is to build a GQM structure in the mold of the
one shown in Figure 2.4. Fach structure is built by interviewing a representative
of a data user group. This structure captures the measurement needs of this user
group, and maps them to the existing metrics that are supposed to fulfill those
needs. Figure 3.1 shows the process for building such GQM structures.

Step 1 — Capture Data User Goals

The first step of the method is to capture the goals of a user group. This is
done by interviewing a data user group representative using the goal template
described in Section 2.3.3. For each goal, the data user representative has to
identify the measurement “object of study,” “purpose,” and “focus” (the “point
of view” is the user group itself).

The “object of study” is the entity that the user group wants to analyze (e.g.
product X). The focus is the primary attribute that the user group wants to
measure in order to analyze that entity (e.g. customer satisfaction). The “pur-
pose” outlines what the user group wants to do with the “object of study” (e.g.
evaluate it). This dissertation recognizes the following measurement purposes:
assess, characterize, evaluate, control, improve, and predict. The semantics of
these words are explained in Section 2.3.3. A detailed textual explanation of the
goal purpose should be captured from the interviewee.

This step is guided by the informal description of the data user objectives,
obtained during the characterization process (see Section 3.1.1). Previous GQM
structures and new knowledge about the data can also be used as input for this
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step, if they are available.

e Entry Criteria: Description of the group and its data uses are available.

e Input: Description of data user group objectives or previous GQM struc-
tures built for the group (if available), and new insights in the measured

data (if available).

o Procedure: For each data use, ask the interviewee to list their goals in using
the data in that way. For each goal answer the following questions:

— What is the main object of study ?
— What is the goal focus ?

— What is the goal purpose 7 (explain the goal purpose textually if
necessary)

o Methodology: Interview the group representatives. Use the Goal Tem-
plate 2.4 described in Section 2.3.3.

e Output: Updated list of the group goals in using the data.

o Exit Criteria: All measurement goals are described by the interviewee.

Step 2 — Identify Relevant Entities

The next step is to identify the entities whose attributes one wants to measure
— called here relevant entities. The relevant entities can be identified in two
ways: (1) asking about them during the interview with the representative of the
data user group; or, (2) looking for them in the documentation available about
the object of study.

Usually, two entities can directly be derived from each goal, one is the “object
of study” itself and the other is the entity with which the “focus” attribute is
associated. We identify other relevant entities by finding out which entities are
related to the “object of study” and which may affect the “goal focus” from the
data user group point of view.

Consider the Goal 2.5 listed in Section 2.2.3 as an example. There are two
relevant entities listed in this goal: the service support process (object of study)
and the customer (entity related with the goal focus). The other relevant entities
might be: the product, the support team, the problem, the provided solution.

e Entry Criteria: Description of the group measurement goals is available.

e Input: measurement goals and documents associated with the objects of
study (if available).
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o Procedure: For each goal identify which entities are related to the object of
study and goal focus. Create or (if possible) re-use existing lists of relevant
entities for this user group.

e Methodology: Interview the group representatives and/or, if possible, ex-
tract the description directly from available documentation about the object
of study.

e Output: Updated list of entities that are relevant to the group goals.

o [ixit Criteria: All relevant entities are identified.

Until a detailed list of relevant entities is created for the user group, use the
following abstract check list to identify relevant entities:

— If the examined entity is a product, consider as possibly relevant: (1) pro-
cesses used to produce the product, (2) resources used to produce the prod-
uct, (3) clients or users of the product, (4) models used to describe the
product.

— If the examined entity is a process, consider as possibly relevant: (1) the
personnel that enact the process; (2) products produced by the process; (3)
products that are inputs for the process; (4) models used to describe the
process.

— If the examined entity is a person or a group of people, consider as possibly
relevant: (1) the organization unit in which the person or group of people
is inserted; (2) the roles they play in their organization unit.

— If the examined entity is an organization unit, consider as possibly relevant:
(1) the people that work in the organization; (2) the process the organiza-
tion unit enacts; (3) the other organization units with which they interact;
(4) their channels of interaction.

Step 3 — Identify Relevant Attributes

The next step is to identify the attributes one wants to measure to achieve
this goal - called here relevant attributes. For each relevant entity, an initial
list of entity attributes that might be relevant for the stated goal is prepared.
The initial list of relevant attributes must be reviewed and expanded by the user
group representative during an interview. The end result should be a list of
attributes classified according to their relevance to the user group’s goals.

e Entry criteria: description of the group measurement goals and relevant
entities is available.
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e Input: measurement goals, relevant entities, and documents associated with
the objects of study (if available).

e Procedure: for each goal identify which attributes of the listed entities are
relevant to the user group. Describe precisely each attribute and rate its
importance to the user group goals.

o Methodology: if possible, extract the a comprehensive list of attributes
directly from available documentation or use the existing attribute lists.
Interview the group representatives to produce an updated list of relevant
attributes. Ask them to rate the importance of each attribute. Describe
the attribute in one of three ways discussed in Section 2.3.2 — implicitly,
textually, or formally.

e Output: updated list of attributes that are relevant to the group goals.

o [xit criteria: all relevant attributes are identified.

In order to produce a comprehensive list of attributes for each entity, a check-
list based on the entity type may be used, for example:

— If the entity is a product, consider:
1. quality attributes of the product (number of defects, changes, stability,
reliability, etc.)

2. logical attributes of the product (functionality, capability, usability,
maintainability, etc.)

3. physical features of the product (size, complexity, modularity, cou-
pling, etc.)

— If the entity is a process, consider:

1. physical attributes of the process (size, complexity, etc.)

2. managerial constraints over the process (budget, schedule, quality tar-
gets, etc.)

3. process conformance (how well the process is performed)
— If the entity is a person or a team, consider:

1. position/role in the organization
2. professional motivation

3. education level (training)
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4. experience with the process and products they use (language, tools,
virtual machine, etc.)

5. knowledge of the application domain
— If the examined entity is a organization unit, consider:

1. the primary business of the organization

2. physical attributes of the organization (size, complexity, gross expen-
diture, gross sales, number of software installations, type of platforms,
number of employees, etc.)

3. management features of the organization (rate of innovation, expendi-
ture with software, views of software technology, etc.)

Step 4 — Map Attributes to Existing Metrics

The last step is to map the relevant attributes to metrics that are being used
in the organization. Remember that an attribute states “what” one wants to
measure while the metrics defines “how” one measures something. The mapping
consists of checking if the metrics are measuring the things (attributes) the users
want to measure.

At this step, a GQM Structure is assembled for the user group. This structure
shows the mapping between the user goals, the relevant entities, the relevant
attributes, and the metrics used in the MF. This structure documents the data
user group’s needs measurement-wise.

At the end of this step one can derive a list of inconsistent, missing, and
extraneous metrics from the user group point of view. Missing metrics are de-
tected when a relevant attribute has no metric to measure it. Extraneous metrics
are detected when a metric has no corresponding attribute in the GQM struc-
ture. Inconsistent metrics are detected when a metric used to measure a relevant
attribute is not consistent with the user’s goals. Typical consistency problems
occur when: (1) the metric’s scale or range of values is not suitable for the user
needs; (2) the cost to apply a metric is unacceptable; or, (3) a metric cannot be
applied when or where it is needed by the user group.

o Entry Criteria: Description of relevant attributes and user groups goals,
and the description of the MF metrics are available.

o Input: Description of relevant attributes gathered in Step 3, description
of the group goals gathered in Step 1, and description of the metrics and
associated attributes gathered during the MF characterization phase.

e Procedure: Map the relevant attributes to the metrics that exist in the
measurement framework. For each mapping, use the description of the
goal’s purpose to answer the following questions:
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— Is the metric’s scale or range of values suitable for the user needs 7
— Can the metric be applied when and where it is needed 7

— Is the cost of applying the metric acceptable 7
Establish a complete mapping from goals to metrics and identify:

— Missing metrics: When a relevant attribute has no associated metric

in the MF

— Extraneous metrics: When a metric that apparently is useful to the
user group has no mapping to a relevant attribute.

— Inconsistent metrics: When a metric, in spite of measuring what the
user wants, cause a negative answer to one of the questions listed
before.

o Methodology: Establish the mapping between metrics and relevant at-
tributes by comparing the description of relevant attributes with the at-
tributes associated with the existing metrics. Interview data user group
representatives to validate if the mapped metrics are consistent with the
user goals.

e Output: A GQM structure for the user group (including goals, relevant en-
tities and attributes, and existing metrics). A list of possible problems with
the MF (missing metrics, inconsistent metrics, and extraneous metrics).

o Exit Criteria: The mapping from goals to metrics is complete and the
possible problems have been identified.

3.3 Bottom-up Analysis

The data already collected by an organization is the most important asset of any
MF. It is important for an organization to have means to explore its legacy data.
Intelligent data exploration methods are an effective way of understanding and
learning about the organization’s business. This dissertation refers to them as
a bottom-up methods, because the raw data is the starting point for better use
and understanding of the data itself.

The top-down analyses are aimed at better planning and executing data col-
lection. The bottom-up analyses are aimed at discovering new and useful infor-
mation in the existing data, thus improving data awareness and data usage. The
literature has many examples of the use of machine learning techniques to ex-
tract knowledge (new and useful information) from software engineering data sets
[29, 32, 92, 101, 104, 107]. Our bottom-up analyses use Attribute Focusing [21] —
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Figure 3.2: The AF-based Method

a data mining technique — to extract unexpected and useful information directly

from the MF' database.

3.3.1 The AF-based Method

The aim of the AF-based (bottom-up) method is to establish procedures to effec-
tively apply the AF technique — maximizing knowledge discovery and minimizing
discovery cost.

In the case of a measurement framework, the “experts” in the knowledge
domain correspond to the MF data users and data managers. In this context,
the bottom-up method allows the data users and managers to gain knowledge
about: (1) their application domain (learn about the things they are measuring);
and (2) the components of the measurement process (learn about the way they
are measuring things).

In order to effectively apply the AF technique, the AF-based method goes
through the five steps shown in Figure 3.2. In the first two steps the people in
charge of applying the bottom-up method to the legacy data (i.e., data analysts)
interact with the data users and managers to define the type of analysis that will
be done. In the next two steps, the data analysts run the AF tool and organize
the obtained results. In the last step, the results are reviewed by the data users.
That’s when knowledge discovery takes place.

Step 1 — Establish Relationship Questions

In the AF technique, it is very important to avoid the computation of unin-
teresting relations whenever possible. An uninteresting relation wastes machine
time to compute, and yields uninteresting diagrams that will waste data user’s
time during the diagram reviews.
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The AF Tool avoids uninteresting metric combinations based on user-defined
data (metric) groups. The metrics grouped together are not correlated during the
analysis. Our method uses generic relationship questions (GRQs) to select and
group the data for the AF analyses. As explained in Section 2.4.4, each GRQ is
used to state a set of relations that the data user wants to investigate empirically
in an AF analysis.

The GRQs can be defined by: (1) interviewing user group representatives;
or, (2) directly analyzing their measurement goals. In the latter case, it is very
useful to have a GQM structure defined for the user group.

o Entry Criteria: Knowledge of the data available in the MF and understand-
ing of what attributes they measure.

e Input: Data user domain knowledge and/or GQM structure and character-
ization of the MF components.

o Procedure: State a generic relationship question using Template 2.12 and
answer the following questions:

— What are the criteria used to determine the attribute classes 7
— What attributes do compose each attribute class 7

— What is the ordering of the classes (be sure to identify at least the
explained class) ?

o Methodology: Interview the group representatives using the Template 2.12
described in Section 2.4.4, or use the group goals and description of available
data to determine the GRQ.

o Output: GRQ, description of the attribute classes, and their ordering.

o Exit Criteria: The GRQ is completely described.

It is important to note that establishing a GRQ should be a very simple
process. Attributes classes can easily be defined in any MF, and the ordering of
the classes is directly determined by the empirical understanding of the cause-
effect relationship between the involved attributes. If one is using GQM structures
to define AF analyses, the nature of the relevant entities and the type of its
attributes shall be used to define the attribute classes.

Step 2 — Define the Analysis

After establishing a GRQ for an AF analysis, the analysis itself must be de-
fined. First, attributes identified in the GRQ must be mapped to the metrics in
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the MF. This is straightforward, if the information collected during the charac-
terization phase is used.
Second, the data granularity and scope of analysis must be determined. Con-

sider, for example, the GRQ 2.13:

How do the “managerial constraints over the project” relate to the “logical
features of the final products ?”

Scope of the analysis: What products and projects should we consider ?
Granularity: Should we analyze the data for the products individually or
should we analyze classes of products ?

The scope and granularity should be directly derived from the user group goal
and/or data use descriptions. The key here is to understand the group’s purpose
in using the data.

The data sets are extracted after the scope and granularity of the analysis
are defined. This task is usually simple, but it may take a sizeable amount of
effort if the data is not easily retrievable. The data sets may also need to be
pre-processed and formatted to meet the data user and the AF tool data format
requirements.

o Entry Criteria: GRQ is defined.
e Input: GRQ, and data and attribute description.

e Procedure: Identify the metrics associated with the attributes used in the
GRQ. Determine what the scope and granularity of the analysis proposed
by the GRQ is. Use the analysis scope to determine which data set will
be used. Extract data set for analysis. Format data set according to the
required granularity and the tool needs.

o Methodology: Interview the group representatives or use the group goals
to determine the analysis scope and granularity. Use description of avail-
able data, metrics, and the analysis scope to extract the data. Use the
description of the analysis granularity to pre-process the data.

e Output: Formated data set, and description of analysis scope and granu-
larity.

e Exit criteria: the data is formated for the analysis.

Step 3 — Run the Analysis

The next step is to run the tool itself. This step is almost completely auto-
mated. The inputs are: (1) the metric groupings, (2) the maximum number of
diagrams (relations) to be produced, (3) the interestingness cutoff level, and (4)

47

www.manaraa.com



the analysis dimension. The groupings are directly derived from the GRQs as
previously discussed. The maximum number of produced diagrams is based on
the time that the data users can spend looking at the diagrams. The interesting-
ness cutoff determines the minimum interestingness value for which the tool will
produce a diagram for a given relation. The higher this cutoff is, the more “inter-
esting” (and less numerous) the produced diagrams are. The analysis dimension
determines the maximum number of metrics that can appear in a diagram (e.g.,
a type three analysis results in up to 3-way diagrams).

o Entry Criteria: Formated data is available.
o Input: GRQ, and formated data.

o Procedure: Identify metric groupings, and determine number of diagrams,
the analysis cutoff and dimension. Import formated data into the tool and
input the previous parameters. Run the tool.

e Methodology: Use GRQ to identify metric groups (each attribute class
corresponds to a group). Manipulate the cutoff and maximum number of
diagrams to obtain a reasonable number of “interesting” diagrams. Set the
analysis dimension based on the number of attribute classes.

e Output: AF Diagrams.

e Exit criteria: The AF tool has finished its analysis.

Step 4 — Organize the Diagrams

Although many uninteresting diagrams have already been pruned away with
the metric groupings, there may still be diagrams that are unsuitable for the data
user’s review. The next step is to manually review the diagrams before they are
shown to the data users. It may be necessary to (re-)run the analysis trials if:
(1) too few diagrams were found for a given cutoff; or (2) missing or skewed data
is driving the discoveries.

After a sizable number of useful diagrams have been compiled, they are or-
ganized to facilitate the data user’s inspection. Diagrams may be grouped in
several ways. These “groups of diagrams” allows the data users to concentrate
on unique reasoning threads while looking at them. They may also be used to pro-
duce more complete summaries of relations between explanatory and explained
variables (see Table 4.10 for an example of such a summary).

o Entry Criteria: AF diagrams are available.

o Input: AF diagrams, GRQ, and description of the analysis granularity and
scope.
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o Procedure: Eliminate diagrams that show obvious facts or were produced
because missing or skewed data drove the “discovery”. Return to Step 2 if
too few “useful” diagrams were produced. Otherwise, organize produced di-
agram in groups. If useful information can be drawn by comparing different
diagram groups, consider producing tables to summarize the results.

o Methodology: Review available diagrams one by one. Discard useless di-
agrams and organize the others using some consistent criteria (e.g, group
diagrams with the same explanatory metrics and related explained metrics
together).

e Output: Organized AF Diagrams and information summary.

o Exit Criteria: The information produced by the AF Tool is organized.

The following algorithm may be used to group diagrams. This algorithm puts
diagrams with the same explanatory metrics and related explained metrics in the
same group:

1. Organize all the A diagrams obtained from the AF tool by order of inter-
estingness.

2. Discard diagrams that are clearly uninteresting.

3. Following the order of interestingness given by the AF Tool, select the first
diagram.

4. Select all other diagrams that have the same explained metric, and an
explanatory metrics in the same groups as the explanatory metrics of the
diagram selected in step 3.

5. Group all the diagrams selected in step 3 and 4 by order of interestingness
in a unique “explanatory group” to be shown together to the data users.

6. Remove the diagrams gathered in step 4 from the overall group of produced
diagrams and return to step 3, if there still are diagrams from the original
N diagrams produced.

If one wants diagram groups with the same ‘explanatory metrics” and related
‘explained metrics’, he/she can modify step 4 in the above algorithm as follows:

4. Select all other diagrams that have the same set of explanatory metrics
and an explained metric in the same group as the explained metric of the
diagram selected in step 3.
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Step 5 — Review the Diagrams

The last step of the AF-based method is the analysis of diagram groups by
the data users. The diagram groups have many types of information in them:

1. Unexpected correlations between metrics (direct analysis of a N-way dia-
gram).

2. Unexpected value distributions (direct analysis of a 1-way diagram).

3. Unexpected (in)consistencies in the relationships between explanatory met-
rics and related explained metrics (direct from analysis of a diagram group
or tables with summarized results).

New knowledge is gained when the data users apply their background knowl-
edge to interpret the information contained in the diagrams. There are two types
of domain knowledge to be gained in this way: (1) insights into their application
domain; and (2) insights about the components of the measurement process.

The first type of result is what is traditionally expected from the AF technique.
The technique helps the experts to gain new insights into their activities. These
insights may lead the data users to take adaptive, corrective or preventive actions
to improve the way they do business.

The second type of result happens when the AF diagrams lead the data users
to realize that some previous assumption about the data or measurement process
is incorrect. This may lead them to modify their measurement goals, metrics,
predictive models, and data collection procedures.

The diagrams might also have interesting information that raises new ques-
tions about the data behavior. This usually happens when the new information
cannot be easily interpreted (transformed in knowledge) by the expert. In this
case, the new questions may be used to define new data analyses, if the data
needed to answer them are already available in the MF. When the MF does not
have the needed data, these questions may be transformed in new measurement

goals and fed back to the GQM-based method.

e Entry Criteria: The information produced by the AF Tool is organized.
e Input: Organized AF Diagrams and result summaries.

e Procedure: Review diagrams (in groups) and result summaries. Document
any new insight. Record the background knowledge used to gain the insight
and the new knowledge gained with the insight. Return to Step 1 of the
AF-based method, if an insight raises a new question about the data.

o Methodology: Review diagrams together with data users or managers.
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Figure 3.3: Dependencies Between the Approach Phases and Steps

o Output: New knowledge.

o Exit Criteria: All diagrams were reviewed.

3.4 Overview of the Whole Approach

Figure 3.3 shows the dependencies between the three phases of the approach.
Each phase is represented by its steps:

e Characterization phase

C1- Metrics characterization
C2- Data characterization
C3- Data uses and user groups characterization

C4- Attributes characterization
e Bottom-up analysis phase (AF-based method)

A1- Establish generic relationship question (GRQ)
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A2- Define analysis
A3
A4

Run analysis trials

Review and organize diagrams

A5- Interpret results
e Top-down analysis phase (GQM-based method)

G1- Capture data user goals
G2- Identify entities

G3- Identify attributes

G4- Map attributes to metrics

Arrows are used to indicate the dependency between the steps in Figure 3.3.
They indicate that the characterization phase is a pre-condition to execute top-
down and bottom-up analyses. The arrow between C4 and Al indicates that
a good understanding of the MF attributes is a pre-condition to define generic
relationship questions (GRQs) for the AF analyses. The arrow between C2 and
A2 indicates that a good understanding of the data is needed to define an AF
analysis. The arrows from C3 and C4 to G1 indicates that a good understanding
of user groups, data uses, and attributes is needed to capture the data user goals.
The arrow between Cl and G4 indicates that a good understanding of the MF
metrics is necessary to do the mapping between relevant attributes and existing
metrics.

The white shapes in Figure 3.3 indicate the steps that should be executed
together or interactively. For example, the four steps of the GQM-based method
should be executed in one interactive interview with the data users. AF anal-
yses definition, execution, and diagram review (A2, A3, and A4) should also
be executed together and interactively. The same is true for metrics and data
characterization (C1 and C2).

The rectangles in Figure 3.3 show what steps are done in interviews with
data managers and data users. The intersection between the rectangles indicates
that the steps C4 (characterizing attributes), Al (establishing GRQs), and A5
(interpreting AF results) can be done in interviews with data managers or data
users. Step C3 (characterizing data uses and user groups) is done in interviews
with the data managers, and the GQM-based method is applied interviews with
the data users.

Although there is no dependency between the AF and GQM-based methods,
they can interact with each other. Figure 3.4 shows this interaction. GQM
structures can be used to derive generic relationship questions (A1) and define
AF analyses (A2). The AF analyses may produce interesting facts that raise new
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Figure 3.5: Iterating the AF and GQM-based Methods

questions about the data behavior. If those questions are important and cannot
be answered by the existing data, they should be used to define new measurement
goals (G1), relevant entities (G2), and relevant attributes (G3) for the MF.

Figure 3.5 shows that both the AF and GQM-based methods are iterative.
GQM structures should be revised if there is a change on the data user goals. In
this case, the existing GQM structure can be used as input to a new cycle of the
GQM-based method.

The iterations are more fine grained in the AF-based method. The analysis
must be repeated if too few diagrams are produced. In this case, the data analyst
can re-run the AF tool (A3) resetting some of the analysis parameters (e.g., by
lowering the cutoff value). The review of the diagrams (A4) may also reveal that
a problem in the data is driving the discoveries. In this case, the analysis needs to
be redefined (A2). Last but now least, interesting facts may lead to new questions
about the data behavior. These questions may originate new AF analyses if the
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needed data is available in the MF.

o4

www.manharaa.com




Chapter 4

Case Study

This chapter describes the experience of applying our approach to the IBM
Toronto Laboratory’s Customer Satisfaction (CUSTSAT) measurement frame-
work. The CUSTSAT data is collected annually by surveys carried out by an
independent party. Its purpose is to evaluate customer satisfaction with prod-
ucts of IBM’s Software Solutions Division (SWS) and their competitors. The
IBM Toronto Laboratory (Toronto Lab) is only one of the several IBM Software
Solutions laboratories that use the CUSTSAT data. Inside the IBM Toronto
Laboratory, the CUSTSAT data is used by several different groups (e.g., devel-
opment, service, support, and senior management).

IBM surveys a large number of customers from several different countries. All
the data is stored in one database. Currently, this database already stores several
years of CUSTSAT data.

The large amount of data and the diversity of groups that are interested in
this data made it desirable to apply our approach to the CUSTSAT MF. Our two
main objectives in doing that were: (1) better understanding of the user groups’
needs with respect to the CUSTSAT measurement; and (2) better exploration of
the data already stored in the CUSTSAT database.

We effectively started this work in the summer of 1995. Most of CUSTSAT
MF characterization and some AF analyses were done that year. In 1996, the
MF characterization was updated to the values reported in Section 4.1, the AF
analyses reported in Section 4.3 were run, and the top-down analysis reported
in Section 4.2.1 was executed. In 1997, the top-down analyses reported in Sec-
tions 4.2.2 and 4.2.3 were executed.

4.1 Characterization of the CUSTSAT MF

The first step of our approach was to document the metrics that composed the
CUSTSAT MF, their user groups, and how these groups used this data. We
focused on the data related to the Toronto Laboratory products. We did not
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Attribute Groups Description

Company information Company address, name, primary business, etc.
Contact information Name, phone number, title, job, etc.

Product information Name, vendor, operating system, version, etc.
CUPRIMDS / O Sat Customer satisfaction with main product attributes

(see Table 4.2).
CUPRIMDS Importance Relative importance of main product attributes.

Documentation Sat Satisfaction with documentation attributes.

Multi-cultural factors Sat. w/multi-cultural factors like translations, support
for international characters, etc.

Product distribution Satisfaction with product delivery.

Ability to acquire product | Sat. with ability to acquire product.

Technical service Sat. with developer technical service and support.

Local product support Sat. with local support, education, and sales.

Disposition to upgrade Disposition to recommend, upgrade, and re-purchase
the product.

Price Sat Sat. w/product price, terms, and conditions.

Communications Questions to evaluate the marketing communication
channels.

Sale Channel Questions to evaluate sale channels.

Value system Questions for market value system evaluation.

Topology Questions to evaluate customer computing environ-
ment.

Decision Maker Questions to identify purchase decision makers.

Table 4.1: Main Attribute Groups

work with any metrics or user groups associated with products developed in
other IBM laboratories.

The information collected in this step was gathered from existing documents
in the MF (e.g., the survey questionnaire and MF database schema) or by in-
terviewing the data manager responsible for the CUSTSAT data in the Toronto
Laboratory. We have used forms to document the information collected about
metrics, attributes, user groups, and data uses. These forms are shown in Ap-
pendix A. They were also used to check for the completeness of the information
collected during the interviews with the Toronto Lab data manager.
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Attribute Description

C_SAT Satisfaction with product capability (functionality)
U_SAT Satisfaction with product usability

P_SAT Satisfaction with product performance

R_SAT Satisfaction with product reliability

I.SAT Satisfaction with product installability

M_SAT Satisfaction with product maintainability

D_SAT Satisfaction with product documentation

S_SAT Satisfaction with product technical service and support

O_SAT Overall satisfaction with the product

Table 4.2: CUPRIMDS/O Sat. Attributes

4.1.1 Metrics and Attributes

The task of identifying what metrics compose the CUSTSAT framework was sim-
ple. Most of the metrics corresponded to questions in the survey questionnaire
(SQs). The exception is the customer contact information stored separately in
the CUSTSAT database. Next, the metrics’ meanings were recorded. This corre-
sponds to the attribute that a metric is supposed to be measuring. This task was
facilitated by the fact that we were working with a questionnaire that was geared
toward the customers. The formulation of a questionnaire question explains what
it wants to measure. Terms like “capability,” “performance,” or “maintainabil-
ity” are explained when they are used in the questionnaire. This eliminated the
need of interviewing data users to record the metrics’ meaning (step 4 of the MC
process).

Overall, we identified more than 100 attributes that are measured (mostly in
ordinal scale) in the CUSTSAT framework. In order to preserve IBM proprietary
information, the complete list of metrics and attributes used in the CUSTSAT MF
is not listed in this dissertation. Nonetheless, Table 4.1 lists the main attribute

groups that are measured by the CUSTSAT MF, and Table 4.2 describes the

most important of these groups.

4.1.2 Available Data

The CUSTSAT data is collected by phone surveys since 1993. The survey process
lasts for several months and the survey questionnaire is modified annually. The
survey covers all products of IBM Software Solution (SWS) Division and their
competition. Each interview correspond to one data point.

57

www.manaraa.com



User Groups Description

SWS Div Software solutions division headquarters
Toronto Lab Toronto laboratory senior management
DB Mgmt Database technology management

DB Product Dev. Database products development teams

DB Common Tech. | Database common technology development

DB Customer Sup. | Database customer service support

1D DB Database information development

DB Usability Grp | Database products usability team

AD Mgmt Applications development management

AD Dev Development groups for AD tools, Fortran, C/C++ (in-
cluding VisualAge), 390 languages, and AS/400 languages

AD Support Service and support for AD languages

1D AD Information development for AD tools, Fortran, C/C++
390 languages, and AS/400 languages

MKT Plng Market planning

Pricers Product pricers

Country Sales IBM Canada country sales management group

Marketing Software marketing and services

ISM IBM software manufacturing (Boulder CO)

Table 4.3: User Groups

30 to 600 data points are collected for each IBM product per year. In 1996, a
total of 13,000 data points were collected in North America. Smaller samples are
also collected in Europe and Japan. All the data is entered in a unique database
called Customer Information System (CIS). The CIS is physically located at
Toronto, but can be accessed from any SWS laboratory. In 1997, an intranet
Web-based interface for CIS was created. This interface produces automatically
most of the standard reports and data analysis done with the CUSTSAT data.
Any other type of access to CIS has to be requested to and granted by one of the
CUSTSAT data managers.

4.1.3 Data Uses and User Groups

The data uses and user groups were characterized in interviews with the data
manager. The data manager was asked to describe all analyses and presenta-
tions done with the CUSTSAT data. Fach type of data analysis or presentation
(DA/P) corresponded to a distinct data use. The data use descriptions included
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the frequency with which the DA/Ps were performed, the list of metrics used in
them, the granularity and scope of the DA/Ps, and the list of people that were
interested in the DA/Ps. A list of user groups was compiled by mapping the
list of people that used the DA/Ps to the formal groups inside the laboratory.
The data manager was asked to describe the listed user groups. The user group
descriptions included: (1) a statement of the data manager’s perception of the
group’s objectives in using the data; (2) a list of the data uses associated with
the group; and (3) a subjective ranking of the importance of the CUSTSAT data
to the group.

Overall, we have identified 17 user groups that can be divided into four major
areas: senior management, database development, compiler development, and
support (e.g. market analysis, marketing, and sales). The user groups are listed
in Table 4.3. We also identified about 16 different DA /Ps (data uses) associated
with the CUSTSAT data. The CUSTSAT data uses (related to the Toronto

laboratory software products) are listed below:

e Division level analysis - high level evaluation of the division products by
the management. This includes review of CUPRIMDS/O satisfaction, price
satisfaction, and disposition to upgrade, re-purchase, recommend the prod-
uct. AD and DB products are analyzed as whole against the competition.

o Market plan for AD - CUPRIMDS/O satisfaction data is used by the lab-
oratory senior management during market planning for application devel-
opment. The data is considered as a whole, against the competition, for all
AD products by market place and/or platform type.

e Satisfaction check for product release - CUPRIMDS/O satisfaction data is
used to certify the product quality before a new official release. It uses the
customer satisfaction data gathered for the product beta version.

e CUPRIMDS/O SATISFACTION review of DB products - DB personnel
periodically review comparisons of their products against the competition.
The review usually covers CUPRIMDS/O satisfaction and importance at-
tributes.

o Annual DB CUSTSAT review - DB personnel also does a round up annual
review of their products attributes against the competition. The review
usually covers CUPRIMDS/O satisfaction and importance, disposition to
upgrade, re-purchase, recommend products, and O_SAT x CUPRIMDS cor-
relation.

o Investigate customer D_SAT - when D_SAT is low for a given DB prod-
uct, the information development personnel try to characterize the docu-
mentation problems using the customer comments on the documentation.
Sometimes, they also call dissatisfied customers.
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o Investigate customer U_SAT - when usability satisfaction is low for a given
DB product, the usability group tries to characterize problems with the
product user interface using the customer comments on usability.

o Investigate customer S_SAT - the DB technical service support group try to
review the comments of all customers dissatisfied with their service. They
also call them whenever it is possible.

e Product market evaluation - the market planning group wants to use the
value system, topology, and decision maker attributes to evaluate if the
products are effectively being sold to the markets they were planned for.

e Customer information management - the CIS system is used to store and
retrieve company and contacts information to be used in different market
surveys (including the CUSTSAT survey). On the flip side, the surveys are
used to update and expand the CIS contact list.

e Price evaluation - used by the Pricers to review the customer satisfaction
with the price, terms, and conditions associated with the lab products.

o Evaluation of marketing communication channels - the marketing person-
nel use the communication channels characterization to evaluate marketing
communication strategies.

e Sale channels characterization - the marketing personnel uses the charac-
terization of the sale channels to improve marketing strategies.

o Price satisfaction characterization - the marketing personnel uses the in-
formation on customer satisfaction with price, terms, and conditions to
improve marketing strategies.

e Local support evaluation - Canada country sales group uses the local sup-
port satisfaction data to evaluate the customer satisfaction with the local
sales offices.

e Software distribution evaluation - the IBM Software Manufacturing (ISM)
analyzes the customer satisfaction with product distribution to evaluate
and improve their services.

Table 4.4 associates data uses with the user groups. Its third column shows
when the data is used by the user groups. Table 4.5 associates data uses with
attribute groups. Its third column shows the granularity at which the users look
at the data. This dissertation will not give more detailed descriptions of user
groups and data uses as this information is considered IBM proprietary.
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Data Uses User Groups When
Division level analysis SWS Div yearly
Market plan for AD SWS Div and Toronto Lab yearly

Satisfaction check for prod-
uct release

Toronto Lab, DB or AD Mgmt,
and DB or AD product develop-
ment group

when a new product 1is
being released

CUPRIMDS/O SAT review | DB Mgmt., DB Common Tech., | monthly
of DB products DB Product Dev., DB Customer

Support, ID DB, and DB Usabil-

ity Grp.
Annual DB CUSTSAT re- | DB Mgmt., DB Common Tech., | yearly

view

DB Product Dev., DB Customer
Support, ID DB, and DB Usabil-

ity Grp.
Investigate customer D_SAT | ID DB when D_SAT is low for a
DB product
Investigate customer U_SAT | DB Usability Grp. when U_SAT is low for a
DB product

Investigate customer S_SAT

DB Customer Support

when there 1s a customer

with low S_SAT

Product market evaluation MKT Plng (planned) yearly
Customer information man- | MKT Plng during survey planning
agement

Price evaluation Pricers (planned) yearly
Evaluation of — marketing — | Marketing yearly
communication channels

Sale channels characteriza- | Marketing yearly

tion

Price satisfaction charac. Marketing yearly

Local support evaluation Country Sales (Canada) Not available
Software distribution eval. ISM monthly

Table 4.4: Data Uses x User Groups
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Data Uses

Attribute Groups

Granularity

Division level analysis

Price Sat., CUPRIMDS/O Sat,

disposition to upgrade

product class by plat-
form type by year

Market plan for AD

CUPRIMDS/O Sat

market place by plat-
form type by year

Satisfaction check for product

CUPRIMDS/O Sat

by product release beta

release test data
CUPRIMDS/O Sat review of | CUPRIMDS/O Sat and Imp; product release by year
DB products to date

Annual DB CUSTSAT review

CUPRIMDS/O Sat and Imp; dis-

position to upgrade

product release by year

Investigate customer D_SAT

Documentation satisfaction

product rel. by month

Investigate customer U_SAT

U_SAT and suggested improve-
ments

product rel. by month

Investigate customer S_SAT

Sat. with manufacturer technical
service support

DB products by month

Product market evaluation

Value system, topology, and deci-
sion maker

by product release

Customer information mgmt.

Contact, company, and product
basic information

by product or product
class

Price evaluation

Sat. w/price, terms, and condi-
tions

by product release

Evaluation of marketing com- | Marketing comm. channels by product
munication channels

Sale channels characterization | Sale channels by product
Price satisfaction charac. Sat. w/price, terms, and condi- | by product

tions

Local support evaluation

Satisfaction w/local support

product by country

Software distribution eval.

Sat. w/product distribution

products from all labs
by month

Table 4.5: Data Uses x Attribute Groups
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4.2 Top-down Analyses in the CUSTSAT MF

We applied our GQM-based method to a limited number of data user groups in
order to test the method feasibility and effectiveness. We built GQM structures
for three user groups to propose improvements in the CUSTSAT questionnaire
based on the obtained results. The three chosen groups are associated with the
database product development at the laboratory:

1. the DB customer service and support group.
2. the DB information development (documentation) group.

3. the DB usability group.

We used structured interviews [78] to build GQM structures for these groups.
We interviewed a senior representative of each group. All the material for the
interview was prepared beforehand. It included:

a complete list and description of the metrics and DA /Ps associated with
the group.

a tentative description of our perception of their goals.

a tentative list of entities and attributes that we believe were relevant for
them.

a complete list of questions and topics to be discussed during the interview.

This material was prepared based on the MF documents and the group inter-
nal documents. All the material was integrated in a single interview script. The
script used during the documentation group interview is shown in Appendix B.
Similar scripts were written to interview the other groups.

The scripts try to capture: (1) the group goals in using the CUSTSAT data;
(2) the relevant entities associated with their work; (3) the relevant attributes
they want to measure through the CUSTSAT survey; (4) and the metrics (ques-
tionnaire questions) that are effectively measuring them. The interviews were
also used to validate and rate the importance of the DA /Ps and metrics associ-
ated with each data user group. These last activities can be considered part of
the MF characterization phase.
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4.2.1 Service Support Interview

The Service Support interview was done in two meetings in 1996. The first step
of the interview was to ask the interviewee for comments on the data analyses
and presentations (DA /Ps) done for the group. This step had two objectives: (1)
motivate and focus the rest of the interview around the CUSTSAT MF; (2) val-
idate our understanding of their data usage (including assessing the importance
of the data for them).

The second step was to capture their goals in using the CUSTSAT data. This
part was supported by the previous discussion of the group data usage. We
asked the interviewee to describe what the group wanted to achieve in using the
CUSTSAT data, and expressed it in the form of GQM goals. We captured the

following goals:

Goal 1: Analyze the service support process in order to characterize
its key areas with respect to customer satisfaction and dissat-
isfaction.

Goal 2: Analyze the customers in order to understand them with
respect to expectations for support service.

Goal 3: Analyze the service support areas with which the customers
are dissatisfied in order to improve them with respect to cus-
tomer satisfaction.

The next step was to discuss the relevant entities, attributes, and metrics
associated with those goals. We started by identifying the relevant entities. From
the entities and goals, we have discussed the relevance of the following attributes:

Entity 1: Service support (SS) process

Attribute 1.1:  Overall customer satisfaction with SS

Attribute 1.2: Improvements suggested to the SS by the customer
Attribute 1.3: Customer satisfaction with time to resolution
Attribute 1.4: Customer satisfaction with SS responsiveness
Attribute 1.5:  Aspects customer liked most about the SS
Attribute 1.6: Aspects customer disliked most about the SS
Attribute 1.7: Customer satisfaction with the SS commitment level

Entity 2:  Support team
Attribute 2.1:  Customer satisfaction with support team skill and knowl-
edge
Entity 3: Solution/resolution provided

Attribute 3.1: Quality of the solution
Attribute 3.2: Satisfaction with the problem resolution
Attribute 3.3: Degree to which resolution met expectations
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Attribute 3.4: Reasons why resolution did not meet expectations

Entity 4:  Reported problem

Attribute 4.1:  Severity
Attribute 4.2: Type

Entity 5: Customer contact (surveyed person)
Attribute 5.1:  Role in organization (job responsibilities)
Entity 6: Customer organization

Attribute 6.1: Primary business
Attribute 6.2: Type of activities

Entity 7:  Product being supported

Attribute 7.1: Product name
Attribute 7.2:  Product version
Attribute 7.3: Date the product was installed in the organization

The above list includes the attributes associated with existing metrics as well
as new attributes suggested by the interviewee. In the case of new attributes,
it was important to make sure that we understood and recorded their meaning.
Let us consider “attribute 1.7”7 as an example. According to the interviewee, this
attribute refers to the degree to which the service support meets the commitment
level contracted by the customer. Those levels are established in the support con-
tract and correspond to well-defined preconditions on the time that IBM should
take to provide a satisfactory solution to customer problems.

Figure 4.1 depicts the GQM structure for service support group. It shows
the mapping from the attributes to the metrics (questions in the survey ques-
tionnaire). In the structure, the metrics are referred to by the question number
in the survey questionnaire. The rectangles indicate that the attribute was sug-
gested by the interviewee’s goals but is not being measured yet. From Figure 4.1,
we concluded that there are eight missing metrics from the service support point
of view (rectangles). These metrics are needed to measure attributes: 1.5, 1.6,
1.7, 3.2, 3.3, 3.4, 4.1, and 4.2. However, attributes 4.1 and 4.2 (open rectangles)
were considered too difficult to measure!. The crossed out metrics — Q45¢c, Q45a,
Q45b, and Q6a — indicate that their associated attributes were considered irrel-
evant by the interviewee. They are extraneous from the service support point of
view.

During the interview, we also checked if the interviewee had any comments
on the structure of the metrics. In particular, we have asked for comments on the
wording and the ranges of values of the questions. The interviewee comments and
GQM structure for the service support group were recorded. They were used as
input to the annual questionnaire review, and will be used in future improvement
cycles with the SS group.

!The surveys can be taken up to six months after the problem occurred. It might be difficult
for the customer to classify the severity and type of problems in those cases.
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Goals Entities Attributes Metrics

— Service support process— 1.1Sat w/Service Support ------ Q18D
1.2Suggested improvements--- Q18E
1.3Sat w/time to resolution----- Q1sl
1.4Sat w/responsiveness ------- Q18F
15Most liked attribute---------- ]
16Most didliked attribute------ I
1.7Sat w/commitment level ---- R

— Support team —— 2.1Sat w/skill and knowledge-- Q18G
Goal 1

— Solution/resolution 31Sat w/quality of solution -~ Q18H
Goal 2 32Sat w/resolution ------------- [
3.3Resolution met expectationsllll
34Reasons it didn’t meet exp: 1N

God 3
— Problem 4.1Severity--------rermee e —1
42Type - 1
~ Customer contact ——— 5.1Job responsibilities - QasC
— Customer organization — 6.1Primary business------------- A
62Type of activities----------- B
~ Product 7ANaMe -~ Name
72Version ---ooeeeoeeeeoesoenees VRM
73|nstallation date -------------- A
\- Y

Figure 4.1: GQM Structure for the Service Support Group
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4.2.2 Information Development Interview

The interview with the information development (documentation) group was done
in two rounds in 1997. This interview followed a script very similar to the service
support interview. The first step of the documentation group interview was to ask
the interviewee for comments on the data analyses and presentations (DA/Ps)
done for the group. The second step was to capture their goals in using the

CUSTSAT data. We captured the following goals:

Goal 1: Analyze the documentation deliverables in order to charac-
terize their key areas with respect to customer satisfaction and
dissatisfaction.

Goal 2: Analyze the documentation deliverables with which the cus-
tomers are dissatisfied in order to improve them with respect
to customer satisfaction.

Goal 3: Analyze the documentation deliverables in order to under-
stand them with respect to their relative importance to the
customer.

The next step was to discuss the relevant entities, attributes, and metrics
associated with those goals. We started by identifying the relevant entities. From
the entities and goals, we have discussed the relevance of the following attributes:

Entity 1: Documentation provided by the vendor

Attr. 1.1: Customer satisfaction with documentation

Attr. 1.2: Customer rating of documentation importance

Attr. 1.3: Types of documentation deliverables used by customer
Attr. 1.4: Most important deliverable for the customer

Attr. 1.5: Aspects customer liked most about the documentation

Entity 1.1: Printed manuals

Attr. 1.1.1:  Customer satisfaction with printed manuals

Attr. 1.1.2: Improvements suggested to the printed manuals by the
customer

Attr. 1.1.3: Most used printed manuals

Attr. 1.1.4: Whether or not the customer uses manuals in printable

format
Entity 1.2:  On-line help screens

Attr. 1.2.1: Customer satisfaction with on-line help screens
Attr. 1.2.2: Improvements suggested to the on-line help screens by

the customer

Entity 1.3:  Soft-copy books
Attr. 1.3.1: Customer satisfaction with soft-copy books
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Attr. 1.3.2: Improvements suggested to the soft-copy books by the
customer
Entity 1.4: Tutorials

Attr. 1.4.1: Customer satisfaction with tutorials
Attr. 1.4.2: Improvements suggested to the tutorials by the cus-

tomer
Entity 1.5: Other type of document
Attr. 1.5.1: Name

Entity 2: Translation Process

Attribute 2.1: Customer satisfaction with translations
Attribute 2.2: Improvements suggested to the translation by the customer
Attribute 2.3: Customer ratings of the importance of having documenta-

tion translated to their native language
Entity 3: Customer contact (surveyed person)

Attribute 3.1: Role in organization (job responsibilities)

Entity 4: Customer organization

Attribute 4.1: Primary business
Attribute 4.2: Type of activities

Entity 5: Product being supported

Attribute 5.1: Product name
Attribute 5.2: Product version
Attribute 5.3: Platform (operating system)

The above list includes the attributes associated with existing metrics as well
as new attributes suggested by the interviewee. Figure 4.2 depicts the GQM
structure for documentation group. As before, the metrics are referred to by the
question number in the survey questionnaire. The rectangles indicate that the
attribute was suggested by the interviewee’s goals but is not being measured yet.
These missing metrics are needed to measure attributes 1.4 | 1.5, 1.1.3, 1.1.4,
and 1.5.1. Attribute 1.1.3 is considered difficult to measure because the manual
names are product specific.

The crossed out metrics — Q15h, Q151, Q14b, Ql4dc, Q20m, Q45c, Q45a, and
Q45b — indicate that their associated attributes were considered irrelevant by the
documentation group. They are extraneous from their point of view. It is worth
noticing that the tutorials questions — Q15h and Q151 — was being used only by
this group and are now considered extraneous overall. They will certainly be
removed from next year survey questionnaire.

As before, the interviewee comments and GQM structure for the group were
recorded. They will be used as input to the annual questionnaire review (modi-
fication), and in future improvement cycles with the documentation group.
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( Goals  Entities Attributes Metrics\

—Documentation ———— L.1Sat w/documentation ------ QL4A
1.2Doc. importance ------------- Q19E
1.3Used deliverables------------- Q15A

14Most imp. deliverable------- ]

15Most liked attributes -------- e
— Printed manuals —— 1.1.1Sat w/printed manuals ------ Q15B
11.2Suggested improvements -- Q15C

113Most used manual ----------- ]

114 Print soft-copy manuals --- Il
—On-line help screens — 1.21Sat w/on-linehelp ---------- Q15D

1.228uggested improvements -- Q15E

— Soft-copy books 1.31Sat w/soft-copy books ------ Q15F

Gl 1.3.2 Suggested improvements -- Q15G
G2 —Toturials 1.41Sgt w/tutorials ---------------- H
1.42Suggested improvements -- I
G3 —Other 15INGME - rmmmmm e O
— Translation process ——— 2.1Sat w/translations ------------
2.2Suggested improvements -+
23Trandlation importance -----
— Customer contact ———3.1Job responsibilities ---------- @@
— Customer organization 41Primary business ------------ A
42Type of activities------------- B
— Product 5ANGME --------------mmmmmmmmmn- Name
52Version ----o-eoeeeemeeoeseoes VRM
\_ 53Platform - SYS J

Figure 4.2: GQM Structure for the Documentation Group
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4.2.3 Usability Interview

The usability interview was also done in 1997. It followed a script quite different
from the previous ones. The usability group does not use the survey data as
much as the other groups do. They rely on a more specific survey done through
the World Wide Web with users of beta versions their products. This survey is
product specific and focuses on usability, installability, and the overall product
offering (the usability group is interested in all aspects of the user’s “product-
experience”). In the first contact with the group, the group manager suggested
that we talk with the person responsible for those beta-surveys inside the group.
Contrary to the other interviewees this person was not a manager but an expert
in measurement.

The GQM process could not be completely applied with this interviewee. He
could list the group goals and identify a large set of usability attributes, but he
could not identify which of those attributes should be surveyed by the CUSTSAT
MF. One of the reasons for this is that the main usability attributes are still being
discussed at IBM. The following measurement goals were identified during this
interview:

Goal 1: Analyze the customers (users) in order to characterize them
with respect to expertise (in usage) and familiarity with the
competition.

Goal 2: Analyze the product in order to characterize it with respect
to customer acceptance.

Goal 3: Analyze the user interface in order to evaluate it with re-
spect to intuitiveness, visual appeal, and task efficiency.

Goal 4: Analyze the full product offering in order understand its
problems with respect to usability, reliability, capability, and
installability.

During this interview we learned that there is a committee at the corporate
level that is currently defining a standard set of software usability attributes
to be measured during the software development process. We contacted the
representative of this group inside the Toronto Laboratory. He was able to suggest
a list of relevant candidate attributes for the CUSTSAT survey. The following
relevant entities and attributes were identified:

Entity 1:  Full product offering

Attr. 1.1: Overall customer satisfaction
Attr. 1.2: Reasons that the customer has to be dissatisfied with the prod-

uct
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Attr. 1.3: Satisfaction with first experience with the product

Attr. 1.4: Satisfaction with integration of product parts

Attr. 1.5: Satisfaction with the product capability (functionality)

Attr. 1.6: Improvements suggested to the product functionality by the cus-
tomer

Attr. 1.7: Satisfaction with the product reliability and availability

Attr. 1.8: Improvements requested in reliability by the customer

Attr. 1.9: Satisfaction with the product documentation

Attr. 1.10: Product name.

Attr. 1.11: Product version.

Attr. 1.12: Product platform (operating system).

Entity 1.1:  User interface
Attr. 1.1.1: Overall satisfaction with the product ease of use
Attr. 1.1.2: Improvements suggested to the user interface by the cus-
tomer
Attr. 1.1.3: Satisfaction with user model (user model reflects the way

the customer works)
Attr. 1.1.4: Satisfaction with ease of interaction and navigation (ease

of moving around and do things using input devices — e.g., mouse
and keyboard)

Attr. 1.1.5: Satisfaction with user interface consistency (similar fea-
tures look similar in different parts of the product)

Attr. 1.1.6: Satisfaction with video and audio appeal (appearance is
pleasant in terms of color, layout, and graphics; the use of sound
enhances the product)

Attr. 1.1.7: Satisfaction with task execution efficiency (tasks can be
completed in the minimal number of steps).

Attr. 1.1.8: User assistance satisfaction (features that provide help
are useful and easy to use).

Entity 1.2: Installation process

Attr. 1.2.1: Satisfaction with product installability
Attr. 1.2.2: Satisfaction with product uninstallability
Attr. 1.2.3: Improvements suggested to the installation process by

the customer

Entity 2:  User (customer contact)

Attribute 2.1: Familiarity with competition
Attribute 2.2: Expertise with product

The GQM structure for the usability group is shown in Figure 4.3. This figure
includes the attributes associated with existing metrics as well as new attributes
suggested by the second interviewee. As before, the metrics are referred to by
the question number in the survey questionnaire. The rectangles indicate that
the attribute was suggested by the interviewee but is not being measured yet.
These missing metrics are needed to measure attributes 1.3, 1.4, 1.1.3-1.1.7, 1.2.3
and 2.2. Attribute 2.2 (user expertise) is considered difficult to be measured
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fGoaJs Entities Attributes Metrics\
— Full product offering 11Qverall satisfaction ---------- Q8A
1.2Reasons not satisfied -------- Q8B
13First experience sat. - |
14Product integration sat. ----- N
15Capability satisfaction ------ Q9A
1.6Suggested improvements -- Q9B
L7Reliability satisfaction------- Q13A
1.8Suggested improvements -- Q13B
19Documentation sat. --------- Q14A
G 110Name -------------=----== - Name
G 2. 1L1Version ------memmemm e VRM
| 112Platform ------------memm e SYS
G 31 —User interface ————— 1.11Usability satisfaction ------- Q10A
1.1.2Suggested improvements -- Q10B
G 4- 11.3User model sat. - ]
114|nteraction/navigation sat.-- 1M
115Consistency satisfaction --- Il
1.1.6Video and audio appeal ---- I
117Task exec. efficiency sat.--- |l
118User assistance sat. --------- Q15D
—Installation process 121 nstallability satisfaction---- Q17B
1.2.28uggested improvements -- Q17C
123Uninstallability sat.---------- |
— Customer (user) ——  2.1Familiarity w/competition-- 1B/2C
\ 22 Expertise with product ----- —1 y

Figure 4.3: GQM Structure for the Usability Group
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in surveys. Most of the missing metrics (1.1.3-1.1.7) make the bulk of a new
attribute group — the usability attributes.

4.3 Bottom-up Analyses in the CUSTSAT MF

Our objective in applying the bottom-up analysis to the CUSTSAT MF is to
extract new knowledge from the existing customer satisfaction data. More specif-
ically, the data is explored to:

1. gain new business insights.

2. learn how the CUSTSAT information can be better collected and used.

Following the Section 3.3.1 guidelines, the following method was used to apply
the AF Technique to the CUSTSAT data: (1) define an AF analysis using the
generic relationship questions (GRQs); (2) collect and format the data for the
analysis; (3) run the analysis; (4) review and organize diagrams; (5) interpret the
resulting diagrams. The first and fifth steps do require the participation of an
“expert.” The CUSTSAT data manager at Toronto was responsible for defining
the AF analyses and interpreting most of their results. The most interesting
results were then shown to the data users during the data manager’s periodical
CUSTSAT data presentations.

This dissertation discusses AF analyses executed in 1995 and 1996. The 1995
analyses were planned based on some interesting results? obtained in 1994, when
we first experimented with the AF tool. Although these “1995 analyses” were
planned in the Fall of 1995, they were actually ran between December 1995 and
February 1996 when I had already returned to the University of Maryland. During
this period, I ran many analyses before the experts could review the diagrams.
This proved to be a mistake.

In the data manager’s first review of these diagrams (in June 1996), he com-
mented that the diagrams were not showing clear results. We end up not extract-
ing any major piece of knowledge from this large set of analyses. We concluded
that the “1995 analyses” produced a large number of low level facts that did not
lead to much knowledge discovery. This led us to adopt a more structured data
mining approach for the “1996 analyses.” We decided to first focus on the most
important attributes. Those that influenced the laboratory’s business decisions
the most. We also decided to use data sets that involved whole product classes to-
gether. Classes involving all the products for a certain platform (e.g, mainframe,
workstation, and PC products) or application type (e.g., compiler and database

?The data manager wanted to investigate what was the impact of the customer character-
istics (factual information) on the CUPRIMDS (subjective) attributes.
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| Attribute | Meaning | Attr. Class |

VENDOR Vendor name Vendor
PROD_TYPE Product appl. type (DB, AD, or other) ProdType
PLATFORM Product Platform (PC, WK, MR, MF) ProdType
Csat Satisfaction with capability SatA
Usat Satisfaction with ease of use SatA
Psat Sat w/response time performance SatA
Rsat Sat with reliability SatA
Dsat Sat with documentation SatA
Osat Overall satisfaction with product SatA
UPGRADE Likelihood of upgrading SatA
VENDORsat Overall satisfaction w/vendor SatA
RATING Rating versus other products SatA
REC_PRODUCT | Likelihood of recommending SatA

Table 4.6: Attributes Used in the Vendor x ProdType x SatA Analysis

products) together. Our objective was to first explore the important data at a
coarse granularity and later refine the analyses according to the obtained results.
The following sections present the “1996 analyses.” They summarize the inter-
esting results extracted by the data manager during the 1996 diagram review
interviews.

4.3.1 AF Analysis 1 — Satisfaction Attributes x Product
Classes

The first 1996 analysis involved all SWS products and their competitors. The
data manager set the following GRQ for this analysis: How do “Vendor” and
“ProdType” affect “SatA 7”7 Our objective was to identify the satisfaction at-
tributes (SatAs) in which IBM was better or worse than the competition. The
ProdType attribute class is used to detail the satisfaction by platform and prod-
uct application type®. The attributes used in the other attribute classes are listed
in Table 4.6.

The VENDOR, PROD_TYPE, and PLATFORM attributes were especially
derived for this first analysis. The VENDOR attribute has only two values — IBM
(Lotus+IBM) and Competition (all others). It was derived from the product

3The product type was added after an initial analysis trial that did not produce many results.
This initial trial also included the decision makers satisfaction attributes. We split this trial in
the analyses describe here and in the next section.
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Figure 4.4: Most “Interesting” Diagram Produced in the First 1996 Analysis

vendor name. PROD_TYPE has three values — AD (application development
— compiler), DB (database), and OTHER (all others). It was derived from the
product name. PLATFORM has four values — PC (Personal Computer), WK
(Workstation), MR (Mid Range), and MF (Mainframe). It was derived from the
product’s operating system name.

This analysis was run over the 1995 North America CUSTSAT data. A total
of 8385 data points were used. Overall, the AF tool produced 19 diagrams for
the Vendor x ProdType x SatA analysis. An auxiliary analysis — involving only
ProdType x SatA — was also run. It produced 13 diagrams that helped us to
interpret the original analysis. These diagrams were grouped using the algorithm
showed in page 49. They were revised by the data manager in the end of June.
The insights gained from them are listed in Appendix C.1.

The main result produced from this analysis is shown in Figure 4.4. In general,
IBM had a significantly better performance than the competition in a certain
attribute of its products. Let us call it Ssat;. The PLATFORM attribute showed
us that this advantage originated from the mainframe platform. In other words,
IBM products were much better than the competition with respect to Ssat; in
the mainframe platform and had similar scores in other platforms.

This result is interesting because Ssat; is a very important feature. However,
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‘ Attribute ‘ Meaning | Attr. Class |

VENDOR Vendor name Vendor
PROD_TYPE Product appl. type (DB, AD, or other) ProdType
PLATFORM Product Platform (PC, WK, MR, MF) ProdType
PRICEsat Satisfaction with price DMsatA
TERMSsat Sat w/terms and conditions DMsatA
COMP_PRICEsat Sat w/competitive pricing DMsatA
WILL_REPURCHASE | Would repurchase product DMsatA

Table 4.7: Attributes Used in the Vendor x ProdType x DMsatA Analysis

the result was not novel. The data managers already knew about it. In this
case, there was no knowledge discovered. Nonetheless, this was an illustrative
experience for us. Two years ago, the data managers ran many statistical analysis
to discover this very same information. The bottom-up method was able to find
this interesting fact in a fast and cheap way.

4.3.2 AF Analysis 2 — Decision Makers Sat Attributes x
Product Classes

The second 1996 analysis also involved all SWS products and their competitors.
It was done together with the previous analysis and involved the decision makers
satisfaction attributes (DMsatA). The decision makers are those customers that
were involved is the decision to buy the surveyed product. The set up for this
analysis is similar to the previous one. We used the the following GRQ: How
do “Vendor” and “ProdType” affect “DMsatA 7”7 The attributes used in the
DMsatA attribute class are listed in Table 4.7.

This analysis was run over the 1995 North America CUSTSAT data. A to-
tal of 3673 data points were used. Overall, the AF tool produced 9 diagrams
for the Vendor x ProdType x DMsatA analysis. An auxiliary analysis — Prod-
Type x DMsatA — produced 2 diagrams that helped us to interpret the original
analysis. All these diagrams were grouped as before. They were revised by the

data manager in the end of June. The insights gained from them are listed in
Appendix C.2.

4.3.3 AF Analyses 3-6 — Local Support x MIAs

Next, a set of analyses was run to study the impact of the local support satis-
faction (LSsat) attributes on the most important (MIA) satisfaction attributes.
The analyses involved all North America customers that had used the local sup-
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‘ Attribute ‘ Meaning | Attr. Class |
LS_-WHO Who provided local support LSwho
PROD_TYPE Product appl. type (DB, AD, or other) | ProdType
PLATFORM Product Platform (PC, WK, MR, MF) | ProdType
LS_SALESsat Sat w/local sales support LSsatA
LS_TECHsat Sat w/local technical supp. LSsatA
LS_EDUsat Sat w/local education supp. LSsatA
UPGRADE Likelihood of upgrading MIA
VENDORsat Overall satisfaction w/vendor MIA
Osat Overall satisfaction with product MIA
RATING Rating versus other products MIA
REC_PRODUCT Likelihood of recommending the product | MIA
WILL_REPURCHASE | Would repurchase MIA

Table 4.8: Attributes Used in the 1996 Local Support Analyses

port in the last 6 months. The attribute “LSwho” was used to determine who
gave the local support: IBM, Competition, or Third Party. The attribute classes
used in these analyses are shown in Table 4.8. The MIA class contains the most
important attributes from the senior management point of view. Using the four
attribute classes in Table 4.8, we ran the following analyses:

1. How does “LSwho” affect “MIA ?” [diagrams 1-6]

2. How does “ProdType” affect “LSsat 77 [diagrams 7-11]

3. How does “LSsat” affect “MIA 7”7 [diagrams 12-21]

4. How do “LSwho” and “LSsat” affect “MIA ?” [diagrams 22-55]

1191 data points — 591 for IBM and 600 for competition — were used in each
analysis. With respect to the local support provider, the data is divided as 479
supported by IBM, 435 supported by competition, and 277 supported by third
party. Overall, the AF tool produced 55 diagrams for these analyses. These
diagrams were grouped by explained attribute by analysis. They were reviewed
by the data manager in three distinct meetings. The insights gained from them
are listed in Appendix C.3.

As seen in Appendix C.3, this analyses provided several interesting results.
Here are some of the most intriguing ones:

e The competition may improve the ratings for some MIAs significantly if
they improve their local support (Appendix C.3, Business Insights 15-18).
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| Attribute | Meaning | Attr. Class |
Csat Satisfaction with capability Fsat
Usat Satisfaction with ease of use Fsat
Psat Sat w/response time performance Fsat
Rsat Sat with reliability Fsat
Dsat Sat with documentation Fsat
L5-Sales Sat w/local sales support Fsat
LS-Tech Sat w/local technical supp. Fsat
LS-Edu Sat w/local education supp. Fsat
UPGRADE Likelihood of upgrading MIA
VENDORsat Overall satisfaction w/vendor MIA
Osat Overall satisfaction with product MIA
RATING Rating versus other products MIA
RECOMMEND | Likelihood of recommending MIA
REPURCHASE | Would repurchase product MIA

Table 4.9: Attributes Used in the 1996 Fsats x MIAs Analysis

e A good technical support provided by a third party may have an enormous
positive impact in one of the MIAs (Appendix C.3, Business Insight 12).

o In general, the LSsats showed very high associations with the MIAs.

The data manager was particularly intrigued by the last result. He always
considered the CUPRIMDS attributes to be most important drivers of the MIAs.
This result raised the question: are the LSsats as important as the CUPRIMDS
with respect to the MIAs 7 This question generated the following analysis.

4.3.4 AF Analysis 7- CUPRD and Local Support x MIAs

The next analysis was designed to compare the impact of the CUPRIMDS and
local support attributes on the MIAs. The CUPRIMDS and local support at-
tributes were combined in one attribute class called Fsat. The Fsat and MIA
classes are listed in Table 4.9. Isat, Msat, and Ssat were not included because
only part of the customers answer these questions. Their null values would com-
promise the interestingness (attribute association) calculations.

The analysis — Fsat xMIA — involved all North America customers that had
used the local support in the last 6 months. Overall, we used 1191 data points —
591 for IBM and 600 for competition. The analysis was run with zero cutoff and
asked for the first 40 of the 48 possible diagrams (8 Fsats x 6 MIAs). Diagrams
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were initially grouped by MIAs and interestingness level. However, we noticed
that the Fsats had very different negative and positive impacts on the MIAs. For
example, the first diagram produced was “C'sat x MTA;.” Its interestingness level
was determined by the fact that for “C'sat=very satisfied,” “M [ A;=very satisfied”
rose from 33.2 to 67.2%. So, what made this diagram interesting was Csat positive
impact on MTA;. On the other hand, “Rsat x MTA;” interestingness level was
determined by the fact that for “Rsat=not satisfied,” “MIA;=not satisfied” rose
from 8.6 to 42.6%. So, what made this diagram interesting was Rsat negative
impact on M A;. For this reason, we decided to review the diagrams twice: (1)
once with the diagrams ordered by Fsat positive impact on the MIAs; and (2)
once with the diagrams ordered my Fsat negative impact on the MIAs.

In order to improve visualization, the facts expressed in the diagrams were
summarized on Table 4.10. This table shows the positive and negative impacts of
the Fsats on the MIAs. The positive impact was determined by the percentage
of “very satisfied” (VS) answers for a MIA attribute given that the customers
were “very satisfied” with a Fsat attribute. The negative impact was determined
by the percentage of “not satisfied” (NS) answers for a MIA given that the cus-
tomers were “not satisfied” with a Fsat attribute. The MIA’s original VS and
NS percentages are shown on the table’s first column. The stars (*) mark the
strongest impacts. The question marks (?) flag unreliable? impacts.

In order to preserve the IBM proprietary information, the MIAs are not ex-
plicitly identified in Table 4.10. The order of MIA attributes in Table 4.9 are not
related to the order of MIA attributes in Table 4.10. The insights gained from
Table 4.10 are listed in Appendix C.4. Here are some of the most intriguing ones:

o For some MIAs, LSsats are sometimes as important as the factors like prod-
uct performance or reliability. For example, Table 4.10 shows that “local
support sales” (a LSsat) has a higher positive impact than “reliability” with
respect to M1 As.

e The same attributes had different types of impacts in different MIAs. For
example, “local support sales” was one of the attributes with the highest
positive association with M1 As, while it was one of the attributes with the
lowest positive associations with M I A;. This was a surprise because there
used to be an implicit assumption that the Fsats were associated in more
or less the same way with different MIAs.

o The same attributes may have quite different positive and negative impacts
in the same MIAs. For example, “reliability” has a very high negative
impact and a surprisingly low positive impact in MTA,.

4This happens when the value distribution of a MIA varies significantly from when it is
drawn from all possible values, to when it is drawn from the non-null values of a given Fsat.
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‘ MIA ‘ Pos. Impact New VS | Neg. Impact New NS ‘
Csat (*) 67.2% | Rsat (*) 42.6%
VS=33.2% | Psat (*) 65.6% | Csat (*) 41.4%
Usat 61.6% | Psat 29.3%
MTA; Dsat 59.0% | Usat 29.3%
Rsat 57.6% | LS-Tech 20.8%
NS=8.6% | LS-Sales 51.9% | Dsat 20.2%
LS-Edu 51.8% | LS-Sales 15.4%
LS-Tech 50.3% | LS-Edu 14.3%
VS=18.5% | Dsat (?7) 33.0% | Csat (*) 70.2%
Csat 31.8% | Psat 59.3%
MIA, Usat 31.1% | Rsat 57.5%
Psat 30.5% | Usat 53.3%
NS=26.8% | Rsat 27.4% | Dsat 45.6%
VS=53.9% | LS-Sales (*) 72.3% | Csat (*) 29.9%
Psat 67.2% | Rsat (*) 27.6%
MIAs Csat 66.9% | Psat (*) 25.0%
LS-Tech 65.9% | Usat 21.0%
NS=11.5% | Rsat 64.1% | LS-Sales 18.6%
Usat 63.3% | LS-Tech 17.8%
Csat (*) 62.5% | Rsat (*) 48.3%
VS=36.0% | Psat (*) 61.6% | Csat 40.3%
Dsat (*) 61.1% | Usat 32.3%
MIAy Usat (*) 60.5% | Psat 28.6%
LS-Tech 57.2% | LS-Tech 28.6%
NS=11.1% | LS-Sales 57.0% | Dsat 24.2%
Rsat 54.7% | LS-Sales 23.7%
LS-Edu 54.4% | LS-Edu 19.2%
VS=27.8% | LS-Sales (*) 42.1% | Rsat (*) 20.7%
Psat 39.4% | Csat 16.1%
MIAs Usat 38.5% | Psat 12.9%
Csat 38.2% | Usat 11.4%
NS=4.7% | Rsat 35.3% | LS-Sales 9.6%
Csat (*) 72.1% | Csat (*) 44.9%
VS=48.7% | LS-Sales (*) 69.4% | Rsat 38.0%
Psat (*) 68.9% | Usat 37.7%
MIT Ag Rsat 66.6% | Psat 35.0%
Usat 66.4% | LS-Tech 28.6%
NS=13.3% | LS-Tech 65.6% | Dsat 27.8%
LS-Edu 64.5% | LS-Sales 21.8%
Dsat 61.1% | LS-Edu 16.8%

Table 4.10: Fsats x MIAs Results
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| Attribute | Meaning | Attr. Class |
Csat Satisfaction with capability CUPRIMDS
Usat Satisfaction with ease of use CUPRIMDS
Psat Sat w/response time performance CUPRIMDS
Rsat Sat with reliability CUPRIMDS
Isat Sat with installability CUPRIMDS
Msat Sat with maintainability CUPRIMDS
Dsat Sat with documentation CUPRIMDS
Ssat Sat with service support CUPRIMDS
UPGRADE Likelihood of upgrading MIA
VENDORsat Overall satisfaction w/vendor MIA
Osat Overall satisfaction with product MIA
RATING Rating versus other products MIA
RECOMMEND | Likelihood of recommending MIA
REPURCHASE | Would repurchase MIA

Table 4.11: Attributes Used in the 1996 DB CUPRIMDS x MIAs Analysis

These facts led to more than new business insights. They showed that some
assumptions about the data were incorrect or incomplete. They implied that
some of the data analyses and models needed to be revised or refined.

These facts also led to the question: which is the most important MIA for the
organization 7 (Appendix C.4, MF Insight 6). This question cannot be answered
with the data available in the MF, but it may be used to define new measurement
goals. It is an AF result that can be mapped back to new GQM-based interviews.

4.3.5 AF Analysis 8 - CUPRIMDS x MIAs

The next analysis was designed to compare the impact of the CUPRIMDS on the
MIAs: CUPRIMDS xMIA. The CUPRIMDS and MIA attribute classes are listed
in Table 4.11. The analysis involved all North America data points on “database”
products. Overall, we used 682 data points — 499 for PC, 69 for workstation, and
114 for mainframe databases. The analysis was ran with zero cutoff and asked for
the 48 possible diagrams (8 CUPRIMDS x 6 MIAs). Like the previous analysis,
diagrams were grouped by positive and negative impacts on the MIAs.

In order to improve visualization, the facts expressed in the diagrams were
summarized on Table 4.12. Like the previous one, this table shows positive
and negative impacts of the CUPRIMDS on the MIAs. The stars (*) mark the
strongest impacts. Questions used to measure Ssat, Isat, and Msat are only
answered by customers that have used the service support, are installers, or are
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MIA ‘ Pos. Impact VS ‘ Neg. Impact NS ‘
Psat (*) 59.9% | Csat (*) 35.2%
VS=25.4% | Usat 55.6% | Rsat (*) 34.8%
Msat 54.9% | Ssat 21.6%
MIA, Csat 53.4% | Usat 21.4%
Dsat 48.5% | Msat 20.4%
NS=8.1% | Isat 42.1% | Psat 19.3%
Rsat 41.6% | Isat 16.7%
Ssat 37.2% | Dsat 15.5%
Msat (*) (7) 34.4% | Rsat (*) 74.0%
VS=16.0% | Psat (*) 32.3% | Csat (*) 66.2%
Isat (?7) 29.9% | Psat 51.6%
MITA, Usat 28.9% | Msat 48.1%
Csat 28.4% | Usat 47.3%
NS=28.0% | Dsat 25.4% | Tsat 41.0%
Rsat 25.2% | Ssat 40.5%
Ssat 21.8% | Dsat 39.1%
Ssat (*) (?7) 71.8% | Rsat (*) 34.8%
VS=52.5% | Msat (*) (?)  71.3% | Csat 23.9%
Usat 65.9% | Psat 20.4%
MITAs Dsat 61.9% | Dsat 18.4%
Csat 61.8% | Usat 18.3%
NS=14.2% | Isat 60.4% | Isat 17.9%
Psat 59.9% | Msat (7) 14.8%
Rsat 59.6% | Ssat (7) 10.8%

Table 4.12: MIAs x CUPRIMDS (Part a)
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MIA ‘ Pos. Impact VS ‘ Neg. Impact NS ‘
Msat (*) 59.0% | Rsat (*) 47.9%
VS=32.0% | Usat (*) 57.0% | Msat 29.6%
Psat (*) 56.9% | Csat 28.2%
MIA, Csat 53.9% | Ssat 21.6%
Dsat 51.5% | Usat 19.8%
NS=10.7% | Rsat 50.6% | Isat 19.2%
Isat 47.7% | Psat 17.2%
Ssat 43.6% | Dsat 17.2%
Msat (*) (7) 58.2% | Csat (*) 22.5%
VS=34.0% | Isat (?) 50.2% | Rsat (*) 21.7%
Usat 48.9% | Psat 17.2%
MIAs Psat 48.5% | Msat 14.8%
Ssat 46.1% | Usat 13.7%
NS=5.6% | Rsat 46.0% | Ssat 13.5%
Csat 44.1% | Dsat 9.2%
Dsat 39.5% | Isat 7.7%
Msat (*) (7)  63.1% | Csat (*) 46.5%
VS=41.1% | Usat (*) 63.0% | Rsat (*) 43.5%
Psat (*) 62.3% | Msat 38.9%
MI A Csat (*) 61.8% [ Usat 35.9%
Dsat 58.2% | Psat 35.5%
NS=16.4% | Ssat 56.4% | Ssat 35.1%
Rsat 55.0% | Isat 24.3%
Isat 52.3% | Dsat 23.6%

Table 4.12: MIAs x CUPRIMDS (Part b)
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maintainers, respectively. Their positive and negative impacts are computed
using sub-sets of the total data set. They can be artificially inflated or deflated,
if the value distribution for the MIA varies with those data sets. The questions
marks (?7) indicates where this happened.

In order to preserve the IBM proprietary information, the MIAs are not ex-
plicitly identified in Table 4.12. The insights gained from Table 4.12 are listed in
Appendix C.5. Here are some of the most intriguing ones:

e For database products, performance and usability seems to have a very high
positive impact in some MIAs.

o Reliability has low positive and very high negative impacts on all MIAs.
The high negative impact was expected but the low positive impact was
not.

o The very high maintainability impacts on the MIAs led to a very interesting
insight about the MF itself. A CUSTSAT data manager of another IBM
laboratory has raised the hypothesis that some customers may be misinter-
preting “maintainability” as the ability to maintain the database instead of
the ability to maintain the product.

It the hypothesis raised in the last insight is true, the survey would not be
measuring what the data managers want the maintainability question to measure.
Because of this insight, the maintainability question will be closely monitored on
future surveys.
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Chapter 5

Validation

Our work addresses three key issues: (1) better understanding the on-going mea-
surement; (2) better structuring it; and (3) better exploring the data that the
organization has already collected. It does not intend to be a comprehensive
or definitive approach to improve measurement frameworks. As listed in Sec-
tion 1.2.1, our work objectives are:

O1- discovering interesting data distributions and associations in the MF
database

0O2- visualizing data distributions and associations in the MF database

03- assessing the importance of metrics for specific user groups and for the
organization as a whole

O4- assessing the structure (i.e., measurement instrument, scale, and do-
main value) of metrics used in the MF

O5- assessing the appropriateness of the data collection process

06- assessing the importance of data analyses for specific user groups and
for the organization as a whole

O7- understanding and documenting the needs of users with respect to
existing metrics, data analyses, and data presentations

O8- understanding and documenting the measurement goals of the MF
data users

09- identifying new applications and user groups for the data

010- identifying the need for new metrics, data analyses, and data presen-
tations
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5.1 Validation Goals

We do not claim that our approach completely fulfills all the objectives listed
above. The validation of our work aims to:

1. Determine if those objectives are really important for improving a measure-
ment framework.

2. Evaluate the degree to which our approach fulfilled those objectives via the
case study

3. Evaluate the cost at which our approach fulfilled those objectives in the
case study

These issues can be expressed as the following GQM goals:

G1. Analyze the improvement objectives in order to evaluate them with
respect to relevance from the data manager’s point of view.

G2. Analyze the new approach in order to evaluate it with respect to
effectiveness from the data manager’s and data users’ points of view.

G2.1. Analyze the existing improvement process in order to charac-
terize it with respect to effectiveness from the data manager’s
and data users’ points of view.

G2.2. Analyze the new approach in order to characterize it with re-
spect to effectiveness from the data manager’s and data users’
points of view.

G3. Analyze our approach in order to evaluate it with respect to cost from
the data manager’s and data users’ points of view.

5.2 Validation Process

A set of objective and subjective validations was performed to achieve the goals:

V1. Inorder to achieve the first validation goal (relevance of the objectives),
the data manager was asked to subjectively judge how important each of the
listed objectives is to improving the CUSTSAT measurement framework.

V2. In order to achieve the second validation goal (approach effectiveness),
we:
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V2.1 asked the data manager to: (1) subjectively judge the effective-
ness of the phases that compose our approach in fulfilling the listed
objectives, and (2) compare them with the current ad-hoc improve-
ment process.

V2.2 compared the direct impact of the use of the approach on the
CUSTSAT measurement framework with its ad-hoc improvement pro-
cess.

V3. In order to achieve the third validation goal (the approach cost), we:

V3.1 asked the data manager to subjectively judge how cost effective
the three steps of the approach were.

V3.2 measured how much effort was needed to apply the steps that
compose our approach, and compared it with the effort to apply the
ad-hoc improvement process.

V1 is referred to as the validation of the objectives relevance, V2.1 and V2.2
are referred to as the validation of the approach effectiveness, and V3.1 and V3.2
are referred to as validation of the approach cost effectiveness. V1, V2.1, and
V3.1 are based on subjective evaluations. V2.2 and V3.2 are based on objective
evaluations.

5.3 The Subjective Validation Questionnaire

The data for validations V1, V2.1, and V3.1 was collected jointly through one
questionnaire submitted to the data manager. The aim of this questionnaire was:
(1) to check how important the approach objectives are (V1); (2) to check how
effective the ad hoc process is in fulfilling those objectives and how much each
step of our approach has contributed towards fulfilling them (V2.1); and, (3) to
check how cost effective our approach was (V3.1).

The questionnaire was divided by subject in six parts:

Part 1: Knowledge discovery and data visualization.
Part 2: Questions and questionnaire format evaluation.

Part 3: Assessment of the importance of questions, data analyses and data
presentations.

Part 4: Understanding of user needs and goals.

Part 5: Identification of new user groups and definition of new questions,
data analyses, and data presentations.
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Part 6: Overall cost effectiveness evaluation.

The questionnaire used in the subjective validation is shown in Appendix D.
The mapping between its questions and the approach objectives and validation
goals is annotated in italic font in the questionnaire itself.

5.4 Importance of the Improvement Objectives

The validation questionnaire shown in Appendix D was used to evaluate the
importance of the improvement objectives listed in the beginning of this chapter
(V1). For that, the questionnaire has five point ordinal scale questions at the
beginning of each section. These questions use the letters (A), (B), (C), (D),
and (E) to quantify the improvement objectives. Option (A) meaning that the
improvement objective has no importance at all. Option (E) meaning that the
improvement objective has absolute importance.

Intelligent data exploration and knowledge discovery (O1) were considered of
“some importance” (may be “of great importance”) to the data manager business
(C+). Visualization of data (O2) was considered of “great importance” (D) to
the data manager business.

The ability to evaluate the metric’s usefulness (O3) was considered of “abso-
lute importance” (E) to the data manager business. The ability to evaluate the
DA/P’s usefulness (O6) was also considered of “absolute importance” (E). The
ability to evaluate the structure of the metrics (O4) was considered somewhere
between “of great importance” and “of absolute importance” (D+). The ability
to evaluate the questionnaire structure (O5) was considered of “great importance”
(D). The ability to identify new metrics (O10) was considered of “absolute im-
portance” (E). The ability to identify new DA /Ps (O10) was considered of “great
importance” (D).

The ability to understand user goals (O8) was considered of “great impor-
tance” (D). The ability to understand user needs (O7) was considered of “abso-
lute importance” (E). Last but not least, the ability to identify new applications
and user groups for the data (09) was considered of “great importance” (D) by
the data manager.

Figure 5.1 summarize the importance scores. It shows that, according to the
data manager’s subjective opinion, all the improvement objectives listed before

are very relevant to the CUSTSAT MF.

5.5 Methods Effectiveness

The new approach was evaluated objectively by comparing the results obtained
by its methods against the ad hoc improvements done to the MF during the
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( no absol ua

Ob] ectives importance importance

O1 - knowledge discovery

02 - visualize data

O3 - assess metrics importance

O4 - assess metrics structure

O5 - assess data collection

06 - assess DA/Ps importance

O7 - understand data user needs

08 - understand data user goals

09 - identify new applications
O10a- identify new metrics
O10b - identify new DA/Ps

G & J

Figure 5.1: Subjective Rating of the Improvement Objectives

1995-97 period (V2.2). It was also evaluated subjectively by the answers given
by the Toronto Lab data manager (V2.1) in the validation questionnaire.

5.5.1 Objective Evaluation

In order to validate V2, the impact of the new approach on the CUSTSAT survey
questionnaire and on other parts of the measurement framework will be analyzed.
The data for validation V2.2 was directly collected as follows:

o Impact on the CUSTSAT questionnaire

— Survey questions (SQs) modified per user group. Relates to objective

O4.
— New SQs per user group. Relates to objectives O3 and O10.
— Dropped SQs per user group. Relates to objectives O3 and O10.

— Questions relocated inside the questionnaire. Relates to objective O5.
e Impacts on data usage

— New data user groups. Relates to objective O9.
— New data uses (DA/Ps). Relates to objectives O6 and O10.
— Reviewed DA/Ps. Relates to objectives O6 and O10.
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yr. # of Method Suggested Implemented
questions MQs \ NQs \ NQa \ DQg \ DQo || MQi \ NQi \ DQi
195 |6 | Adhoc | Na [na [na [Na [nxa JJO [442[0 |
96 | 12 GQM 0 8 6 4 0 0 4 0
Ad hoc | na NA | NA NA NA 0 3 0

Table 5.1: Results of the GQM Interviews with the Service Support Group

o Insights gained from data analyses. Relates to objectives O1 and O2.

These factors were evaluated for each of the three phases of the new approach,
and compared to the ad-hoc MF modification process. Due to the small number
of data points intrinsic to this type of case study, more attention is spent to
identify the nature of the results obtained than to quantify them. The analysis
done in this section is mostly qualitative.

Impact on the Questionnaire

Table 5.1 shows the comparison between the results of the GQM interviews with
the service support (SS) group and the ad hoc process. The first column shows
the year the method was applied. The second column shows the number of
survey questions that were used by the group in that year’s questionnaire. The
third column shows the method name (GQM or ad hoc). The next five columns
list the number of modifications suggested by the GQM method to the survey
questionnaire. The following three columns show the modifications effectively
implemented in the questionnaire.

At this point, it is important to remark that the modifications have to be
approved by a committee before they can be implemented. This “CUSTSAT
committee” is composed of CUSTSAT data managers from all SWS laboratories
(Toronto, Raleigh, Santa Teresa, and Germany) and representatives from sales,
headquarters, and manufacturing.

Table 5.1 compares modifications prompted by the GQM interview with one
SS group against modifications prompted ad hoc by all S5 groups of the SW§S
laboratories (Toronto, Raleigh, Santa Teresa, and Germany). Table 5.1 registers
just the modifications actually made ad hoc to the CUSTSAT questionnaire. It
was impossible to track down all the ad hoc modification suggestions, because
there is no organized record of those suggestions inside the SWS laboratories.
This information is marked as not available (NA) in Table 5.1.

Let us now look at Table 5.1 in more detail. Inside the “suggested” and
“implemented” columns there are eight sub-columns:
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MQ stands for modified questions (in the scale or range of value.)

MQs stands for question modification suggested.

MQi stands for question modification implemented.
NQ stands for new questions.

NQs stands for new question suggested.
NQa stands for new question suggested and adoptable.

NQi stands for new question implemented.
DQ stands for dropped questions.

DQg stands for questions found to be droppable for the interviewed
group.

DQo stands for questions that are clearly droppable overall.

DQi stands for questions that were dropped.

The first line of Table 5.1 indicates that in the 1995 questionnaire there were
six questions that were considered of interest to the service support group. Of
those, none were modified or dropped. The numbers “44-2” in this line indicates
that six new questions were implemented in the 1996 questionnaire and consid-
ered possibly useful to the SS group. Four of these were written specifically
for the group (based on ad hoc requests). The other two were general questions
thought to be useful to the SS group and later (in the GQM interview) considered
extraneous by them.

The number of questions believed to be useful to the SS group in the following
year (12) is equal to the summation of the number of questions in the first line:
6 existing plus 6 new questions.

The GQM method was applied to the SS group in 1996. Looking at the GQM
structure for this group (Figure 4.1), one can identify 8 missing metrics. Six of
these can be implemented and two are considered difficult to measure. This was
represented by N@Q);, = 8 and N, = 6 in the table. One can also identify 4
generic questions that are extraneous from the SS point of view. None of these
can (yet) be considered extraneous overall. This is represented by DQ, = 4 and
D@, = 0 in the table.

As the GQM structure for the service support group was available in 1996,
it was used as one of the inputs for the 1996/1997 questionnaire modification
meetings. The “implemented” column indicates that 4 of the 6 questions sug-
gested by the GQM method were effectively implemented (NQ; = 4). Two of the
six attributes associated with black rectangles in Figure 4.1 were not effectively
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yr. # of Method Suggested Implemented

questions MQs \ NQs \ NQa \ DQg \ DQo || MQi \ NQi \ DQi
195 |18 | Adhoc | Na [nNa [na [Na [Na T J141[1 ]
196 |19 | Adhoc [Na [Na [Na [Na [Na |1 (2 |1 |
97 | 20 GQM 1 5 4 8 2 NA NA | NA

Ad hoc | NA NA NA NA NA NA NA NA

Table 5.2: Results of the GQM Interviews with the Documentation Group

adopted by the CUSTSAT committee. The attribute “most disliked attribute”
was considered to be already covered by the attribute “suggested improvements”
(QI8E). The attribute “satisfaction with commitment level” was considered dif-
ficult to measure and of particular interest to the service support group at the
Toronto laboratory.

The third line of Table 5.1 shows that, besides the 4 metrics suggested by
the GQM method, 3 other new metrics were added to the 1997 questionnaire
because of ad hoc requests. Those metrics were added due to a request from a
SS group from another laboratory. They are questions about the new Internet
support activities (later adopted by all SS groups).

Table 5.2 shows the comparison between the results of the GQM interviews
with the documentation group (ID) and the ad hoc process. Table 5.2 does not
show the number of modifications effectively implemented in the questionnaire.
This is because the interviews with this group were performed in 1997. The mod-
ifications suggested by these interviews will only be discussed by the CUSTSAT
committee in the beginning of 1998.

When compared with the SS group’s questions, fewer ad hoc modifications
were done to the ID group’s questions. There were two new questions imple-
mented in 1995. One of them was later found to be extraneous for the group. As
previously, this is represented by N@); = 1+ 1 in Table 5.2. Two other questions
were implemented in 1996 based on an ad hoc request from the Toronto ID group.
These metrics are the questions about tutorials shown in Figure 4.2.

The tutorial questions were found to be extraneous in the 1997 GQM in-
terview. In fact, they were considered extraneous overall, and will probably be
dropped in the 1998 questionnaire. Besides these two questions, six others were
considered extraneous for the ID group only. This is represented by D@, = 8
and D@, = 2 in Table 5.2. As shown by the rectangles in Figure 4.2, the 1997
ID GQM interview also produced 5 new metrics. Four of these were considered
“easy” to measure by the Toronto Lab data manager. This is represented by

NQ@; =5 and N@Q, = 4 in Table 5.2. The four “adoptable” questions will be
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yr. # of Method Suggested Implemented

questions MQs \ NQs \ NQa \ DQg \ DQo || MQi \ NQi \ DQi
195 |17 | Adhoc [ Na [ na [na [Na [Na O Jo [1 ]
196 | 16 | Adhoc [Na [ Na [Na [Na [Na [JO JO O |
97 | 16 GQM 0 9 8 0 0 NA NA | NA

Ad hoc | NA NA NA NA NA NA NA NA

Table 5.3: Results of the GQM Interviews with the Usability Group

submitted to CUSTSAT committee to be added to the 1998 questionnaire.

Table 5.3 shows the comparison between the results of the GQM interviews
with the usability group (UI) and the ad hoc process. In 1995 and 1996, there
was just one modification in the CUSTSAT questionnaire that affected metrics of
interest to the Ul group. The 1997 GQM interview has logged nine new metrics
that are of interest to this group. Eight of them are considered easy to measure
and will be submitted to the CUSTSAT committee in 1998. This is represented
by NQs; =9 and N@Q, = 8 in Table 5.3. The eight “adoptable” questions will be
submitted to CUSTSAT committee to be added to the 1998 questionnaire.

The insights gained with the AF analyses also suggested some modifications
in the questionnaire. AF Analysis 5 made the data manager consider measuring
the importance of the local support attributes (Appendix C.3, MF Insight 2).
These two new questions were not adopted in the 1997 questionnaire. They will
be discussed in 1998. Analysis 5 also raised the suggestion of moving the local
support questions closer to the CUPRIMDS questions in the questionnaire (Ap-
pendix C.3, MF Insight 4). This modification was not done in 1997 but will also
be discussed in 1998. Analysis 8 pointed to a possible problem of misinterpre-
tation of the maintainability question for database products (Appendix C.5, MF
Insight 4). This question will be monitored closely in the trial period (initial two
weeks) of the 1998 survey.

Evaluation of the Impacts on Questionnaire

In order to evaluate the impacts of the new approach in the questionnaire, let
us discuss the context and meaning of these impacts. The service support group
made 4 ad hoc metric requests in 1995. This was the main reason we decided
to interview them in the first place. However, the number of requests made by
the 5SS group is not the rule but the exception. Except when a group is starting
or stopping to use the CUSTSAT data, there are not many questions adopted in
or dropped from the questionnaire for a given user group. The GQM interview
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with the Toronto SS group effectively produced 4 new metrics in 1996. It missed,
however, the three questions related to the Internet service support that were
later requested by a SS group from another laboratory.

The ID group is also a very active group in using the CUSTSAT data. How-
ever, their question set is more stable. There were few modifications on their
question set in 1995 and 1996. In this scenario, the GQM interview contributed
with suggestions to adopt 4 new questions and drop 2 existing questions from
the 1997 questionnaire. The suggestion to drop 2 questions is of special interest
because data users rarely request this type of thing in an ad hoc fashion. They
ask for new metrics but usually do not communicate to the data manager that
they do not need these metrics anymore. In this aspect, the GQM structures may
help to keep the questionnaire from getting bigger than it needs to be. They en-
able the data managers to keep track of the data users present and past question
needs.

The situation in the Ul group is a bit different. They did not use the CUST-
SAT data as frequently as the other groups. This is reflected by the number
of ad hoc modification requests in 1995 and 1996; it was very low. The 1997
GQM interview coincided with a new corporate push for usability measurement
and bridged the gap between user needs and measurement. This produced the
suggestion of 8 new metrics to the 1998 questionnaire.

Considering these scenarios, the GQM interviews seemed very effective in
proposing modifications to the questionnaire. Although the GQM interviews
were done with only three groups, they produced an impact in the questionnaire
comparable to the ad hoc requests from all similar groups inside the four SW§S
laboratories.

The AF analyses helped little to effectively modify the questionnaire. Its
main contribution in this area was to help the data manager better understand
the nature of local support attributes and to flag a possible problem with the
maintainability question.

Impact on the Data Analysis

The GQM interviews produced some impacts on the regular data presentations.
Both the Ul and ID representatives asked for the inclusion of confidence intervals
in the diagrams comparing the CUPRIMDS of IBM against the competition. The
ID group also asked for new comparisons between IBM and the best product of
the competition.

The AF-based method also suggested new data usages. The analysis of the
CUPRIMDS against the most important attributes (MIAs) will be repeated for
database and compiler product classes. These analyses will be presented to the
several database and compiler user groups. They will include positive and nega-
tive impacts of the CUPRIMDS over the MIAs and will be repeated on a yearly
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basis.

Besides these new “regular” analyses, the AF-based method also suggested
some exploratory data analysis. AF Analysis 7 originated from an insight gained
during the AF Analysis 5 (Appendix C.3, Analyze Further 3). Similarly, AF
Analysis 7 made the data manager consider doing a regression including local
support and CUPRIMDS questions versus overall satisfaction (Appendix C.4,
Analyze Further 4). And, AF Analysis 1 made the data manager consider a new
analysis to find out which product is driving IBM scores for the SatAs attribute
in the mid range platform (Appendix C.1, Analyze Further 1).

Modifications were also done ad hoc to the data usage during the 96/97 period.
Due to a corporate push on the use of customer satistaction data, the compiler
groups are now having more frequent reviews of the CUSTSAT data. These
reviews emulate the ones done by the database groups (the “CUPRIMDS/Osat
monthly” and the “CUSTSAT annual” reviews described in Table 4.5).

The database groups’ review of the customer comments on usability, docu-
mentation, and service support was also improved. All low satisfaction ratings
and comments associated with the laboratory products are now copied to a par-
ticular database. Representatives of the ID and SS groups periodically use the
database to call the customers and follow up on their comments. This is done
because the comments obtained through the CUSTSAT survey are not specific
enough to give appropriate feedback to these groups.

Evaluation of the Impact on Data Analysis

Let us qualitatively compare the modifications on data usage suggested by the
ad-hoc process, the GQM interviews, and the AF analyses. All modifications that
originated from the ad-hoc process were done to improve existing data usages, or
to adopt data usages that emulated what was done by other user groups inside
the laboratory. Although modifications in the DA/Ps are freely requested ad
hoc, the GQM interviews did produce some new improvement suggestions. This
indicates that this type of interview is an useful medium to improve existing
DA/Ps.

The AF analyses were very effective in suggesting new and interesting DA /Ps
for the CUSTSAT data. In this aspect, the AF-based method was clearly more
effective than the ad hoc and GQM-based methods. The modifications suggested
ad hoc and during the GQM interviews dealt with the improvement of existing
data usage. In this sense, the AF-based method is clearly complementary to
the other two. In the ad hoc and GQM-based approaches, the user focuses on
improving the usage they are already making of the data. These approaches are
driven by the immediate user needs. The AF-based method points to new possible
data usages. It is driven by the new insights that are gained from exploring the
data.
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Insights Gained from Data Analyses

This section compares the type of insights gained from the regular data analyses
and from AF data analyses. These comparisons are only qualitative because the
regular data analysis and AF data analyses are different in nature. Regular data
analyses are aimed at monitoring data considered important to the organization,
in order to make business decisions based on changes in this data. The AF
analyses were aimed at exploring the existing data in order to extract interesting
facts from it. These “interesting” facts led to business insights, to new questions,
or to insights about the MF itself.

In the CUSTSAT MF, regular analyses monitor key satisfaction areas. They
examine IBM against the competition with respect to these satisfaction areas in
order to determine if the gap between them is getting better or worse with time.
New business insights are gained when the gaps between IBM and the compe-
tition change significantly. These insights are always important, but they are
not frequent. For example, considering the regular analyses done with database
products data in 1996, only two fundamental insights were gained from regular
data analyses. It was found that the gap between IBM and competition had
significant variations on two of the CUPRIMDS attributes during that year.

Instead of monitoring specific key areas, the AF analyses were aimed at find-
ing new areas with interesting information. The AF analyses produced many and
diverse insights on the data, but these insights were not always important. Ap-
pendix C lists the results of the AF analyses. Qualitatively the AF results were
classified in three categories: require further analyses, produced MF insights,
and produced business insights. Five results required or pointed to further data
analyses. Eight results produced insights about the MF itself. Sixty one results
produced business insights. The two fundamental types of insights gained with
the AF analyses are discussed below:

o Insights about the MF itself: some of the modifications in the questionnaire
and in data usage were suggested by AF analyses. They were listed and
discussed in the two previous sub-sections. These insights were not numer-
ous but they were important because they lead to better data utilization.
In this aspect, the detection of new data uses is particularly important.
Some of the most interesting results were the ones that pointed to new key
areas that should be monitored in future data analyses. Examples of these
areas are the positive and negative impacts of the CUPRIMDS attributes
in the overall satisfaction, or the different impacts that the CUPRIMDS
attributes have on different important attributes (MIAs).

o Insights about the business itself: several business insights were gained
with the 1996 AF analyses. Examples are the discovery that good tech-
nical support given by a third party has a very strong positive impact in
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MTA, (Appendix C.3, Business Insight 12), or that the M[Ag scores for
the competition may improve significantly if they improve local support
(Appendix C.3, Business Insight 18). These business insights were much
more common than the insights about the MF itself. However, not all of
them are interesting. Furthermore, their importance varies with the user
groups. Nonetheless, some of these facts did lead to important business
insights any way one looks at them. An example of this type of important
insight was the realization that for some of the MIAs the local sales support
is as important as some of the key product attributes.

Evaluation of Insights

Our evaluation is that the AF and regular data analyses are complementary. Reg-
ular data analyses are aimed at monitoring key satisfaction areas. The insights
gained with them are important but infrequent. AF data analyses are aimed at
discovering new key satistfaction areas to be monitored. Their insights are much
more frequent but only some of them are really important. Furthermore, the AF
analyses did produce insights about the MF itself. This type of insight is very
improbable in periodical regular analyses.

It is also important to note that AF insights also led to new measurement
goals. Most of them were simple and could be directly mapped to a new data
analysis. One of them — the data manager desire to identify which of the MIAs was
the most important one (MF Insight 7 of AF Analysis 7) — cannot be achieved
with the data available in the MF. If this goal is very important to the data
manager, he might use the GQM-based method to identify what data should be
collected to achieve it. This exemplifies how an insight gained from a bottom-up
analysis can be fed back to a top-down data collection planning.

Other Results

A side result produced by the new approach that is worth mentioning is that the
user groups and data uses documentation (produced during the characterization
phase) were used as one of the inputs to the design of the CIS Web interface. This
result exemplifies the usefulness of having explicit documentation about data uses
and user groups in a MF.

5.5.2 Subjective Evaluation

The validation questionnaire shown in Appendix D was also used to evaluate the
effectiveness of the new improvement approach (V2.1). The questions related to
the effectiveness evaluation are marked as G2.1 (ad hoc process effectiveness) and
G2.2 (the new approach effectiveness) in the questionnaire. These questions are
quantitative and qualitative. The quantitative questions use a five point ordinal
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scale. The qualitative questions are open ended and ask for the data manager
comments on the ratings he gave in the quantitative questions.

The aim of these questions is to qualitatively determine what our approach
added to the ad hoc process with respect to the improvement objectives stated
in beginning of this chapter. The main purpose of five point scale used in the
quantitative questions was to make the data manager think about the issues we
were discussing. They should not be taken as a quantitative stick of comparison
between the ad hoc process and the new improvement approach. The questions
were not formulated for this purpose and one interview is not enough to make
this type of comparison.

In the results discussion below, the five point scale is represented by the letters
(A), (B), (C), (D), and (E). Option (A) being the worst and option (E) being the
best. The comments included in the text were made by the data manager during
the interview.

Discovering Interesting Data Associations (O1)

According to the data manager the current ad hoc abilities to discover new in-
teresting things in the data are “poor” (B). The only mechanisms available are
the traditional statistical analysis packages.

The AF based method was rated as “very good” (E) for finding interesting
data associations with respect to its impact on the current CUSTSAT MF ac-
tivities. Its impact on major business decisions was considered only “good” (D),
mainly because the CUSTSAT data is only one of the many inputs to those
decisions.

The data manager commented that the AF method has broadened the scope
of traditional analyses. It made it easier to look at a larger number of variables
and analyze larger volumes of data.

Visualizing Data Distributions and Associations (02)

The ad hoc process was considered “poor” (B). Usually the data is extracted and
moved to spreadsheets from where data presentations are produced.

The AF-based method was considered “good” (D). According to the data
manager, the diagram presentation in the AF tool can be improved. It would
also be nice to be able to automatically produce result summaries like Tables 4.10
and 4.12.

Assessing the Importance of Metrics (O3)

The ad hoc process was considered “very poor” (A) both in assessing the metrics
importance to specific user groups and to the organization as a whole. The
questionnaire is available on the Intranet Web, but there is no mechanisms to
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force or prompt users to read through the questionnaire. The data presentations
only discusses the data and not the questions used to collect them.

The MF characterization phase “helped significantly” (D) to picture which
metrics were really important to which groups. However, it was useless (A) for
understanding the importance of the metric in the organization as a whole.

The GQM-based method “helped a lot” (E) in understanding the metrics
importance for the interviewed user groups. It “helped somewhat” (C) to under-
stand that certain types of metrics were important to more than one group. For
example, the metric “what did you like the most about the product 7”7 seems to
be of general interest to several groups.

The AF-based method was “useless” (A) for understanding the metrics impor-
tance to specific user groups. For the organization as a whole, however, it “helped
significantly” (D), especially if the results obtained during the 1994 (pilot) and
1995 analyses are included.

Assessing the Metrics Structure (O4)

The ad hoc process was considered “fair” (C) and needing of “much improve-
ment.” The ad hoc process involves the CUSTSAT committee and the survey
vendor (who has a lot of experience with surveys). They look at comments or
listen to interviews to check if the interviewees understand the survey questions.
This process does not (but should) include data user representatives.

The MF characterization phase was considered “useless” (A) for assessing the
metrics structure.

The GQM-based method was also considered “useless” (A) for assessing the
metrics structure.

The AF-based method “helped a little” (e.g., the maintainability question
for database products in Appendix C.5, MF Insight 7) to assess the metrics
structure (B). However, the AF analyses focused on getting things out of the
data as opposed to detecting problems with the metrics.

Assessing the Questionnaire Organization (O5)

The ad hoc process was considered “fair” (C), because it needs improvement.
Every new questionnaire is reviewed by the CUSTSAT committee and the survey
vendor. This year, correlations between all the questions are being run to assess
the associations between them.

The MF characterization phase was considered “useless” (A) for assessing the
questionnaire organization.

The GQM-based method was also considered “useless” (A) for assessing the
questionnaire organization.

The AF-based method was also considered “useless” (A) for assessing the
questionnaire organization. The data manager said he marked (A) instead of (B)
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because he would not consider the insight about modifying the location of the
local support questions in 1997 (Appendix C.3, MF Insight 3).

Assessing the Importance of Data Analyses (0O6)

The ad hoc process was considered good (D) for assessing the importance of
data analyses to specific user groups and to the organization as a whole. In the
current process, the data manager goes to the users and ask: “Is this analysis
useful 7; Can we improve it in some way 7; What else would you like to see
analyzed 7”. Those inquiries are informal. The data manager also spends time
discussing the optimal format of data presentations with senior representatives
of the user groups. The data manager would like to see more formality without
bureaucracy in this process.

The MF characterization phase was considered “useless” (A) for assessing the
importance of data analyses. Here, it is important to mention that all insights
gained during the user interviews were considered part of the GQM method by
the data manager.

The GQM-based method “helped significantly” (D) for assessing the impor-
tance of data analysis to specific user groups and to the organization as a whole.
The main reason for that is that the comments about the data presentations
obtained during the user group interviews were considered quite helptul by the
data manager.

The AF-based method was considered “useless” (A) for assessing the im-
portance of data presentations. According to the data manager, the AF-based
method did not affect existing data presentations, it helped to create new ones.

Understanding and Document Data User Needs (O7)

The ad hoc process was considered between “fair” to “good” (D-) for under-
standing and documenting data user needs. The data manager said that a quite
formal process is followed to determine what products and competitors will be
surveyed. The other aspects about the user needs (metrics and data presenta-
tions) are not covered so well. He said this happens because the product list is
much more volatile than the questionnaire itself.

The MF characterization phase was considered between “of little help” and
“of some help” (C-) for understanding and documenting data user needs. The de-
scriptions of data uses and metric groups helped a little, especially by comparing
data uses from the compiler and database groups.

The GQM-based method “helped significantly” (D) to understand and doc-
ument data user needs. However, according to the data manager, the method
focuses more on the metrics than on the data. For example, the list of products
that should be surveyed was not discussed during the GQM interviews.
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Understanding and Documenting Data User Goals (O8)

The ad hoc process was considered “very poor” (A) in understanding the data
user goals. They do not have a process to do that. Because he is very experienced
inside IBM, the data manager considers that he has a “fair” (C) understanding
of the high level goals of the several data user groups. However, the MF has no
explicit process to map these goals to the user needs (A).

The GQM-based method was considered “good” (D) for understanding and
documenting user goals. According to the data manager the method “seems
adequate,” but he is not sure how good the method really is. He said the score
could be (C), (D), or (E) depending on the goal accuracy. The mapping from
goals to needs was considered “fair” (C). The GQM-based method maps goals
to metrics but not to other user needs. For example, the goal purpose could be
translated in more specific data collection and analysis needs.

Identifying New Applications for the Data (09)

The ad hoc process was considered “good” (D) in identifying new applications
and user groups for the data. According to the data manager, there exists mech-
anisms to do that: (1) periodic articles in internal news groups, magazines, and
news letters mention the CUSTSAT framework and encourage new groups to use
its data; (2) the main process document for software development inside IBM
recommends the use of the CUPRIMDS measures; and (3) new areas and tech-
niques of analyses suggested in current CUSTSAT conferences and journals are
sometimes explored.

The MF characterization phase was considered “useless” (A) for identifying
new applications and user groups for the data.

The AF-based method “helped significantly” (D) to find new applications for
the data. According to the data manager, it did not help to find new user groups
but it helped significantly to find new data and analyses for known user groups.

Identifying New Metrics and DA /Ps (010)

The ad hoc process was considered “good” (D) to identify new metrics. Com-
munication channels are kept open to the user groups. New suggestions are cir-
culated inside the CUSTSAT committee. This process is effective in identifying
and approving new questions.

The ad hoc process was also considered “good” (D) to identify new data anal-
yses and presentations. Data presentations are considered an effective feedback
channel to identify new data analyses for the user groups.

The AF-based method “helped somewhat” (C) to find new metrics to the
framework. Some of the results suggested areas of discussion that may originate
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Objective | Imp. | MC | GQM | AF | Ad hoc |
01 C+ A A D+ Weak mechanisms
02 D A A D Weak mechanisms
03(a) - user groups | E Dw | E A Weak mechanisms
03(b) - overall E A Ccw D Weak mechanisms
04 D+ A A B Some mechanisms
05 D A A A (™ | Some mechanisms
O6(a) - user groups | E A D A Good mechanisms
06(b) - overall E A D A Good mechanisms
o7 D C- D A Some mechanisms
08 E A D A Weak mechanisms
09 D A A D Good mechanisms
010(a) - new metrics | E A D C W || Good mechanisms
010(b) - new DA/Ps | D A A E Good mechanisms

Table 5.4:

Summary of the Subjective Evaluation

new metrics. The AF-based method “helped a lot” (E) to create new data analy-
ses. The most interesting insights can be transformed in new data analyses. The
notion of positive and negative impact of the CUPRIMDS on the MIAs was very
significant to us (Appendix C.4, Business Insight 20, MF Insight 4).

The GQM-based method “helped significantly” (D) to identify new metrics.
The user groups interviews were quite effective in producing new metrics. The
GQM-based method was “useless” (A) to detect new data analyses and presen-
tations.

5.5.3 A Final Analysis of Effectiveness

Table 5.4 summarizes the results from the subjective interview. Each row corre-
sponds to one of the new approach improvement objectives. Objective O3 was
split in: (a) assessing the importance of metrics for specific user groups, and (b)
for the organization as a whole. Objective O6 was split in the same way, and
Objective O10 was split in: (a) identifying new metrics, and (b) identifying new
DA/Ps.

The first column (Imp.) shows the objective importance scores discussed in
Section 5.4. The following three columns show the three phase of the improvement
approach: the characterization phase (MC); the top-down analysis phase (GQM);
and the bottom-up analysis phase (AF). The last column has the capabilities of
the MF to achieve the listed objectives without the new approach. In order to
indicate the different nature of the new approach and the ad hoc capabilities, the

102

www.manaraa.com



five point scores given by the data manager to the ad hoc process was transformed
in a three point scale (weak, some, and good capabilities). The new approach
scores correspond exactly to the subjective scores given by the data manager.
They range from (A) to (E), (A) being very poor and (E) being very good.

The subjective scores given in the table can be compared to the objective
evaluation of the results. Looking at Section 5.5.1, one can see that the objective
evaluation pretty much supports the subjective scores. The points where the
objective evaluation did not completely agree with the subjective scores were
marked with arrows between parenthesis in Table 5.4.

The up arrow (1) is used to indicate that the objective evaluation suggests a
score higher than the one given by the data manager. Consider the case of GQM
with respect to Objective O10(a) for example. Tables 5.1, 5.2, and 5.3 show that
the GQM-based method was very good to identify new metrics when compared
with the ad hoc process. This way the objective evaluation indicates that a score
higher than (D) could be appropriate in this case.

Similarly, the down arrow ({}) indicates that the objective evaluation suggests
a score lower than the one given by the data manager. Consider the case of AF
with respect to Objective O10(a) for example. Except for MF Insight 2, there
is very little evidence that the AF technique had an impact in identifying new
metrics. A score lower than (C) seems more appropriate in this case.

Table 5.4 shows some important facts. The first one is that almost all the
objectives listed were considered of great or of absolute importance to the MF.
The second is that the MF is mature. It has capabilities in several of the areas
that the new approach proposes to improve. In this aspect, a third fact should
be highlighted. The capabilities that already existed in the MF are not the
same as the ones provided by the new approach methods. The new approach
complements or expands the MF capabilities even in areas where the MF already
has good mechanisms to achieve the improvement objectives:

e For the Objective O10(a), identifying the need for new metrics, the MF
uses the channels that are open between the data manager and the data
users to successfully define new metrics. However, Tables 5.1, 5.2, and 5.3
show that the GQM-based method was very successful in producing new
and locating extraneous metrics for the three user groups interviewed. This
indicates that the GQM-based method was quite useful for detecting new
and extraneous metrics in this mature MF.

e For Objective O10(b), identifying the need for new DA/Ps, and Objective
09, identifying new applications for the data, the MF uses the channels
that are open between the data manager and the data user as mechanisms
to successfully identify new applications for the existing data. Nonetheless,
as discussed in Section 5.5.1, the DA/Ps proposed by the data users are
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aimed at emulating what is done by other user groups or at further explor-
ing recognized key areas of the data. The AF-based method is aimed at
discovering new areas to be explored and was quite successtful in doing that.
New DA/Ps and other applications for the data detected through the AF

analyses are clearly a new asset to the organization.

o For Objective O6, assessing the importance of data analyses for specific
user groups and the organization as a whole, the MF regular data presenta-
tions is a successful channel to assess the importance of DA /Ps. However,
according to the data manager, the nature of the feedback gained with the
GQM interviews is different than the one gained during regular presenta-
tions. More detailed and unbiased comments are gained during the GQM
interviews.

e For Objective O7, understanding and documenting the user needs, the MF
has a good process for determining and documenting the type of products
that should be surveyed and the types of analyses that should be done with
the data. However, they do not have good mechanisms to determine user
needs with respect to the questions and questionnaire format. The GQM
interviews capture exactly this information.

The fourth fact worthy of notice is that although all the improvement objec-
tives were considered important, the MF has weak mechanisms to achieve some
of them. This is true for: discovering interesting data distributions and associ-
ations (O1); visualizing the data (O2); assessing the importance of metrics for
specific user groups and the organization as a whole (O3); and understanding and
documenting the data user goals (O8). The new approach significantly helped
to achieve those objectives. The data manager considered that the AF-based
method helped significantly to achieve objectives O1, 02, and O3(b). He also
considered that the GQM-based method helped significantly to achieve objectives
0O3(a) and O8.

The fifth fact worth noting is that the new approach “failed” to meaningfully
achieve objectives O4 — assessing the structure of the metrics — and O5 — assessing
the structure of the questionnaire. Although the objective results showed that the
AF-based method has helped a little to assess the structure of the questionnaire,
it is clear that, according to the data manager, the new approach does not help
to find many problems with the structure of the questions and questionnaire.

The sixth fact worth mentioning is that the measurement characterization
process did not help much to achieve the listed improvement objectives. This
is not surprising as the main goal of the characterization phase is to document
the MF key components in order to enable the bottom-up and top-down analysis
phases.
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O1 - knowledge discovery
O2 - visualize data
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O5 - assess data collection
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O8 - understand data user goals
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O10b - identify new DA/Ps
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Figure 5.2: A Comparison Between the AF and GQM-based methods

Summary

The new approach complements or expand the MF capabilities even in areas
where the MF already has good mechanisms to achieve the improvement objec-
tives. The AF and GQM-based method helped significantly to achieve eight of
the ten improvement objectives. More than that, they were quite complemen-
tary in achieving these objectives. The GQM-based method helped significantly
to achieve objectives O3(a), O6(a), O6(b), O7, 08, and O10(a). The AF-based
method helped significantly to achieve objectives O1, 02, O3(b), 09, and O10(b).
This happened because the methods use complementary approaches to improve
the measurement framework. The AF-based method works bottom-up. It uses
the existing data as the driving force to improve the MF. The GQM-based method
on the other hand works top-down. It uses the data user goals as the driving
force to improve the MF. As shown in Figure 5.2, both methods were useful
and contributed significantly to improve the measurement framework in several
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relevant and complementary aspects.

5.6 Cost and Cost Effectiveness

The cost analysis is also done objectively and subjectively. The objective analyses
count the effort required to apply the methods and qualitatively compares it with
the estimated effort to apply the ad hoc process. The subjective analysis asks
the Toronto Lab data manager to evaluate how cost effective it was to apply the
new improvement approach to the CUSTSAT MF.

5.6.1 Objective Cost Effectiveness Evaluation

In order to execute validation V3.2, we will check how much effort and time was
spent to execute each of the steps of our method and compare it to the effort and
time to execute the ad-hoc improvement process. The data for validation V3.2
will be directly collected as follows:

— Measurement framework characterization (MC) step

C 1.1: Effort to document user groups and data uses.

C 1.2: Effort to document metrics and available data.
Bottom-up (AF) analyses

C 2.1: Effort to plan and prepare data for each AF analysis.
C 2.2: Effort to run the AF tool and organize the produced diagrams.
C 2.3: Effort to review the produced AF diagrams.

Top-down (GQM) analyses

C 3.1: Effort to produce a tentative GQM structure for the user group
interviews.

C 3.2: Effort to review SQs, DA/Ps, and GQM structure with the data

user group.

C 3.3: Effort to organize and give the user feedback gained during the
interviews back to the data managers.

— Ad-hoc process

C 4.1: Effort spent handling and implementing questionnaire improve-
ments requested by the data users and suggested by the data managers
themselves.
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AN | DM Activity Code
1995 | 7.5 7.5 discussing data uses and user groups Cl.1
6 — documenting data uses and user groups Cl.1
2 2 revising produced characterization Cl.1
5 — documenting metrics C1.2
Total | 20.5 | 9.5 = 30 person-hours
1996 | 2.8 | 1.3 reviewing data uses and user groups Cl.1
4 — documenting data uses and user groups Cl.1
0.7 |07 discussing metric changes Cl.2
2 — documenting metrics Cl.2
Total | 9.5 | 2 = 11.5 person-hours

Table 5.5: Effort (in person-hours) Spent to Characterize the CUSTSAT MF

C 4.2: Effort spent in DA /Ps during the year.

Table 5.5 lists the costs associated with the characterization process in 1995
and 1996. Each row corresponds to a different activity. The columns list the effort
of the MF analyst (myself) and the data manager, AN and DM respectively, in
person-hours.

The characterization process in 1995 was labor intensive because it was the
first time the MF was characterized using the process described in this disserta-
tion. Almost half of the total effort was spend in interviews with the data manager
(9.5%x2 person-hours). The process in 1996 was less labor intensive because the
1995 data served as the base for the new characterization. It basically represents
the effort to capture and document the changes that occurred in the MF during
the 95-96 period. Future updates of the characterization should require a similar
amount of work.

Table 5.6 lists the costs associated with the 1996 AF analyses (AF Al through
AF AB). Each row corresponds to a different activity. The columns list the ef-
fort spent by the data analyst (myself), the data manager, and others (AN, DM,
and OT respectively) in person-hours. The “others” category include members
of the CUSTSAT committee and data users that were present in very short pre-
sentations of the AF A7 and AR’s summary of results. The AF analyses were
also labor intensive, especially to the data analyst. This effort can be reduced
significantly with some improvements in the data mining tool. The effort to re-
view and organize diagrams can be reduced by improving the diagrams preview,
browse, and print facilities. The procedure to organize diagrams by negative and
positive impacts can be automated. The effort to extract and format data was
greatly reduced after the first analysis. This happened because there was a one
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AN | DM | OT Activity Code
AF 0.5 |05 — planning analysis C2.1
Al 4.5 | — — extracting and formatting data C2.1
3.5 | — — running tool and organizing diagrams C2.2
3 3 — reviewing the diagrams C2.3
Total | 11.5 | 3.5 — = 15 person-hours
AF 0.2 ]0.2 — planning analysis C2.1
A2 0.5 | — — extracting and formatting data C2.1
0.5 | — — running tool and organizing diagrams C2.2
1.5 | 1.5 — reviewing the diagrams C2.3
Total | 2.7 1.7 — = 4.4 person-hours
AF 0.7 | 0.7 — planning analysis C2.1
A3-6 | 0.5 | — — extracting and formatting data C2.1
3.5 | — — running tool and organizing diagrams C2.2
6.5 | 6.5 — reviewing the diagrams C2.3
Total | 11.2 | 7.2 — = 18.4 person-hours
AF 0.1 0.1 — planning analysis C2.1
AT 0.2 | — — extracting and formatting data C2.1
3 — — running tool and organizing diagrams C2.2
3 — — organizing data by positive and neg. impacts | C2.2
2.2 |22 3.5 | reviewing the diagrams C2.3
Total | 8.5 | 2.3 3.5 | = 14.3 person-hours
AF 0.1 | — — planning analysis C2.1
A8 0.2 | — — extracting and formatting data C2.1
3 — — running tool and organizing diagrams C2.2
2 — — organizing data by positive and neg. impacts | C2.2
2 — — analyzing inflated scores C2.2
1.5 | 0.5 4 reviewing the results C2.3
Total | 8.8 | 0.5 4 = 13.3 person-hours

Grand total for the eight 1996 AF analyses = 65.4 person-hours ‘

Table 5.6: Effort (in person-hours) Spent to Run AF Analyses
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AN | DM | DU Activity Code

SS 2 0.5 0.2 | arranging the interview C3.1
1 1 — discussing the SS process C3.1
4 — — deriving a tentative GQM structure C3.1
6 — — designing the interview script C3.1
0.3 |03 — revising the interview script C3.1
1.5 | — 1.5 | interviewing data users C3.2
1.3 0.3 — passing the interview results back to the DM | (C3.3

Total | 16.1 | 2.1 1.7 | = 19.9 person-hours

ID 2 0.5 0.2 | arranging the interview C3.1
3 — — deriving a tentative GQM structure C3.1
4 — — designing the interview script C3.1
0.5 |05 — revising the interview script C3.1
1.5 | — 2.5 | interviewing data users C3.2
2.5 |05 — passing the interview results back to the DM | (C3.3

Total | 13.5 | 1.5 2.7 | = 17.7 person-hours

Ul 2 0.7 0.4 | arranging the interview C3.1
3 — — deriving a tentative GQM structure C3.1
2 — — designing the interview script C3.1
0.3 |03 — revising the interview script C3.1
3.0 | — 4.0 | interviewing data users C3.2
4.0 | — — mapping the beta survey questions to the 3

CUSTSAT survey questions

3.3 (0.3 — passing the interview results back to the DM | (C3.3

Total | 17.6 | 1.3 4.4 | = 23.3 person-hours

Table 5.7: Effort (in person-hours) Spent to Produce GQM Structures

time effort to create a program to clean and format the data extracted from the
CUSTSAT database.

Table 5.7 lists the costs associated with the GQM-based method. Each row
corresponds to a different activity. The columns list the effort of the MF analyst
(myself), the data manager, and the interviewed data users (AN, DM, DU re-
spectively) in person-hours. The time required from the data managers and data
users was very low. This is important because senior representatives of the data
user groups are costly resources. In spite of this fact, the GQM interviews took
a sizeable effort to prepare. However, almost half of the data analyst total effort
was spent to design the interview script and to prepare a tentative GQM struc-
ture for the group. Both costs will be drastically reduced in future interviews
with the same groups. In this scenario, interviewing data users in a periodical
base (e.g., annually) could cut the cost of the listed GQM interviews by half.
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For all laboratories involved in the survey, the yearly ad-hoc effort to modify
and update the questionnaire (C4.1) was estimated to be around 120 person-
hours during the three first months of the year. This effort is composed of:
(1) teleconferences to discuss and approve modifications; and (2) monitoring the
survey closely during its trial period. The customer satisfaction committee also
meets two to four times a year to discuss the survey and the data. As these
meetings involve seven people, this effort adds up to a number between 80 to
200 person-hours. This effort does not include the time spent to get feedback
from users. The users give the data managers feedback on the questionnaire
throughout the year, but this effort could not be estimated.

Inside the Toronto Lab, there are monthly data presentations to the compiler
and database groups (C4.2). From the data manager point of view, these pre-
sentations takes four to eight person-hours to prepare and two person-hours to
present. This adds up to number between 12 to 20 person-hours per month, or
96 to 160 person-hours per year (the CUSTSAT data is only collected during 8
months of the year). The effort of users to review the data is at least 320 person-
hours (2 hours x 10 people x 2 main groups x 8 times per year). This number
does not include the data users’ effort to review the data by directly using the
CIS Web Interface.

In total, an effort that ranges from 500 to more than 800 people-hours is
spent annually on the ad hoc processes. The total effort spent to apply the new
approach was around 170 person-hours. However, this effort does include startup
and learning costs of the new methods. In this scenario, the new improvement
approach can be considered worthwhile. Especially if one considers that the new
approach has capabilities that were considered important and complementary to
the capabilities that the MF already had.

5.6.2 Subjective Cost Effectiveness Evaluation

The cost effectiveness of each phase of the new approach was subjectively evalu-
ated by the Toronto Lab data manager (V3.1). The cost effectiveness questions
are located in the final section (Part 6) of the questionnaire shown in Appendix D.
There were three questions for each phase of the new approach. There is one
quantitative question using a five point scale (from A to E) and two open ended
questions asking about the main benefits and drawbacks of the new approach
methods.

The first question was about the MF characterization process. The data
manager said that it was of “of modest value” (C). He does not know if the
cost of applying it outweighs its benefits. According to him, the characterization
“gave me the opportunity to stop the day to day business and look at the whole
thing from a higher level.” The process helped the data manager to picture where
the MF is today, as opposed to when he consciously thought about it in the past.
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The main drawback was that a lot of his effort was spent in the characterization
phase.

As shown in Table 5.5, the characterization was one of the most costly phases
of the new improvement approach from the data manager point of view. Table 5.4
shows that it had little direct impact on the improvement objectives. This justifies
the data manager evaluation of the characterization phase. However, the data
manager did not consider the fact that the MF characterization phase is a pre-
condition to apply the bottom-up and top-down methods, especially if the person
doing the analyses is not familiar with the MF.

The GQM-based method was considered “of considerable value” (E). Its main
benefit was the user feedback that the data manager got from the GQM inter-
views. The proposed metrics and comments about the DA/Ps were considered
good. The data manager also added that people are more willing to criticize
the MF when they are talking to an independent party. The feedback he gained
through the GQM interviews was not biased by his own opinions about the MF.
The main drawback was that all this information was not directly obtained by
him. He is concerned that important pieces of information might have been
missed during the interviews. He also asserted that the GQM structures show
the data user needs in terms of metrics and not in terms of data analyses and
data sets to be collected.

The AF-based method was also considered “of considerable value” (E). The
main benefit was that new insights were gained in the MF data in several different
areas. Large amounts of data and variables could be analy